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Abstract: The provisioning of high throughput perfor-
mance infrastructure wireless networks necessitates the de-
ployment of a high density of Access Points. While the
latter improves wireless link quality to the clients, it can
also introduce additional interference unless the network is
carefully planned and tuned. It has been shown that the re-
action of CSMA/CA protocol to interference is unnecessar-
ily conservative in high density environments. In this work,
we study the problem of infrastructure wireless network de-
sign, and the interaction between high density and MAC
parameter tuning. Through analysis and numerical results,
we provide recommendations on (i) optimum dimensioning
of high density networks, and (ii) optimum tuning of their
MAC parameters. We demonstrate that 802.11a networks
are inherently noise-dominated, while 802.11g networks are
interference-dominated, thus requiring different network de-
sign approaches. In sharp contrast to previous work, we
establish that MAC parameter tuning has limited benefit
in properly planned 802.11a networks. On the other hand,
analytical results on the optimal tuning of MAC parameters
in interference-dominated 802.11g deployments show sub-
stantial throughput improvements. Using the insight gained
through our analysis, we propose an algorithm for the opti-
mal tuning of MAC parameters in unstructured high density
environments. Opnet simulations show that the proposed
algorithm results in up to 260% improvement in network
throughput.

1. INTRODUCTION
The wide acceptance of the IEEE 802.11 protocol for wire-

less access to the Internet has already led to high density un-
structured networks in urban areas, as well as high density
planned networks in enterprise environments for extended
coverage and higher throughput support. While high den-
sity is already present in certain areas, it is still unclear how
these networks need to be planned and tuned to optimally
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address the interplay between increased interference due to
the closer proximity of APs, and the gains of improved link
quality to the clients [1].

In 802.11 MAC, each terminal (client as well as AP) senses
the wireless channel before attempting a transmission. In
this mechanism, termed “physical carrier sensing”, if the re-
ceived power during channel sensing is greater than a certain
threshold (referred to as Clear Channel Assessment Thresh-
old, or CCA threshold), then the terminal infers that the
wireless channel is currently busy, and therefore defers its
transmission. By using a small CCA threshold, the amount
of interference can be reduced by suppressing concurrent
transmissions in the network, and thus the data rates can be
improved. However suppression of concurrent transmissions
also results in low network throughput due to reduced spa-
tial reuse. Interestingly enough, the aforementioned prob-
lem only attracted the interest of the research community
in the recent past [2], [3], [4], [5].

In this work, we study the problem of optimal design and
tuning of high density wireless networks to cover a particu-
lar geographical area at the minimum cost (number of APs)
while offering the best throughput performance to users. In-
terference is expected to play a key role in such networks.
Unlike cellular networks, where interference mitigation is
done through per-user power control, WLANs rely on the
MAC protocol for a similar task. Consequently, we intro-
duce an analytical framework that borrows design elements
from cellular network design, but significantly expands to
accurately incorporate the MAC layer behavior. In contrast
to previous works [2], [3], [4], [5], our framework takes into
account factors such as AP density, available number of or-
thogonal channels, different modulation and coding schemes,
and noise power. We demonstrate that all these factors have
a significant impact on the problem.

Using the aforementioned framework, we identify regimes
under which a WLAN is dominated by noise or interference.
Identifying the operating-regime is of prime importance, be-
cause in a noise-dominated network, the carrier sensing pa-
rameter has almost no role to play. On the other hand, in an
interference-dominated network, the carrier sensing param-
eter has a pivotal role to play in determining the network
throughput. In this context, the key insight that we provide
is that typical 802.11g networks are interference-dominated
due to a shortage of orthogonal channels (3 orthogonal chan-
nels), while typical 802.11a networks are noise-dominated
due to the relatively high number of orthogonal channels (12
orthogonal channels). We also show that while in high den-
sity WLANs, high data rates could be possible between a
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client and its AP due to close proximity, it turns out that
using the highest data rates may not be optimum from the
overall network capacity perspective.

Our analytical results are instrumental in guiding us in the
design of a CCA adaptation algorithm that can be used by
a wireless sender to mitigate the interference it experiences
in its environment. Our algorithm can work in arbitrary
network topologies, in 2D as well as 3D environments, irre-
spective of the physical layer employed, irrespective of the
efficiency of the frequency selection mechanism, and with-
out making any assumptions about the operating regime of
the network. Driven by actual channel measurements, our
algorithm is capable of balancing throughput gains and the
amount of interference it accepts from the network. Using
Opnet simulations it is further shown to lead to up to 260%
throughput improvement compared to today’s default MAC
settings, while outperforming a recently proposed counter-
part algorithm, ECHOS [18], by up to 30%.

The rest of the paper is organized as follows. In Section 2
we describe the problems faced in high density wireless net-
works, and list the network design and MAC layer param-
eters determining user throughput. The interplay between
network design and MAC layer tuning is studied analyti-
cally in Section 3. Relaxing the assumption on flexibility in
the deployment of the dense WLAN, we derive appropriate
formulations for CCA adaptation in Section 4. Our analyt-
ical findings are used to formulate a novel CCA adaptation
algorithm in Section 5 that can work in arbitrary networks.
Its performance is evaluated using Opnet simulations in Sec-
tion 6. We discuss some of the related work in this area in
Section 7, and conclude in Section 8.

2. WLAN DESIGN AND CSMA/CA
The primary objective of network operators deploying wire-

less networks is to provide geographical coverage of a certain
region (such as an enterprise environment, or a university
campus) at the lowest network cost (AP density), while de-
livering the best possible performance to the end user. A
single 802.11a/g AP can typically provide coverage up to
a distance of about 100 m at a data rate of 6 Mbps [13],
[11]. However, in the presence of multiple users and time-
varying wireless conditions, the actual throughput on the
cell boundary may be much lower than 6 Mbps. Hence for
improved coverage and higher throughput, it is necessary to
deploy multiple APs over the region. In such high density
wireless networks (cell radius of 20 to 50 m), interference is
expected to play a key role [2, 3, 4, 5, 8].

2.1 The impact of interference
When two nodes communicate wirelessly, the maximum

rate at which this communication can be sustained is deter-
mined by the Signal to Interference and Noise Ratio (SINR)
at the receiver which is given by:

SINR =
SR

SN + SI

, (1)

where SR is the power at which the transmitted signal is
received at the receiver, SN is the power of noise in the
receiver circuitry (explained in more details in Section 2.3),
and SI is the total interference power. The higher the SINR,
the higher the data rate that can be sustained.

Given that clients associate with their closest AP, in-
creased AP density implies a reduction in the distance be-

tween a client and its closest AP. This in turn implies that
the signal strength received by a client from its associated
AP (SR in equation (1)) can be increased, and this results
in an improvement in the SINR as well as the data rate.
For example, although the communication range of 802.11a
is 100m, the rate it can support at that distance is just 6
Mbps [11]. If a user is within 20m of the AP, then a rate
of up to 36 Mbps can be supported. Therefore high density
networks aim at shrinking the cell size, so that higher data
rates can be supported on the cell boundary.

However, note that the available number of orthogonal
channels in 802.11 is limited (3 in 802.11g, and 12 in 802.11a
[11]). As the AP density increases, the distance between co-
channel APs decreases, and therefore the interference in the
network (SI in equation (1)) increases. When the interfer-
ence around a transmitter is significant, the 802.11 carrier
sensing prevents the transmitter from accessing the medium
so as not to corrupt the ongoing communication. The Clear
Channel Assessment (CCA) Threshold corresponds to that
amount of SI that determines whether a transmitter is al-
lowed to access the medium or not. If the CCA threshold of
802.11 MAC is set to a small value, then concurrent trans-
missions on the same channel are suppressed, and in spite
of having a high density of APs, not all the APs are able
to transmit simultaneously. Thus, although the data rates
could be very high, the fraction of time for which an AP
transmits can be very small, having an adverse effect on the
throughput. On the other hand, if the CCA threshold of
802.11 MAC is set to a large value, then multiple co-channel
APs may transmit concurrently. The increased interference
can, however, nullify the benefit of improved signal strength
due to significant degradation of the receiver SINR.

The above description clearly outlines the complex inter-
dependence, between the achievable throughput, the AP
density, the available number of orthogonal channels, and
MAC layer parameters, such as the CCA threshold in high
density 802.11 networks. Consequently, it is imperative that
a single unified framework be used to study this problem.
Previous work has typically looked at MAC layer parameter
tuning in isolation [2], [3], [4] and [5].

2.2 Network Design Choices
Based on the above, there are only a few tools at the dis-

posal of the network operator to avoid the adverse effect
of interference in high density deployments: (i) identifica-
tion of the appropriate physical layer technology (802.11g or
802.11a) for the density of the planned network, since dif-
ferent technologies offer different coverage and spatial reuse
factors, (ii) choice of AP density so that the desired through-
put performance can be achieved, (iii) careful selection of
the channels assigned to APs, so as to minimize contention
among nearby APs, and (iv) careful tuning of MAC param-
eters to mitigate interference in the network. We call the
assembly of the four aforementioned tasks as “network de-
sign”, and provide recommendations on optimum network
design of high density 802.11 networks in Section 3.

Notice that the first three tasks listed above are similar to
the network design and planning tasks carried out in cellular
networks. One important difference, however, is that cellu-
lar networks mitigate interference by using per-user power
control [6]. However in 802.11, the time granularity over
which a user is served is much smaller than in a cellular
voice network, and hence per-user power control is difficult.
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Thus, power control in 802.11 is an altogether independent
problem, and not the focus of this work. In this work, we
only focus on the tuning of 802.11 MAC for interference mit-
igation, and propose an algorithm that can enable today’s
802.11 networks to make optimal use of their high density.
Note that even though both cellular and 802.11 networks
may rely on micro-cell deployments for high throughput,
as we show later, the theoretical framework borrowed from
cellular network design needs to be adjusted to accurately
incorporate the impact of the MAC layer.

2.3 High Density MAC parameters
Even though appropriate choices in the initial design of

a high density wireless network may be sufficient in achiev-
ing high performance (as will be shown in the next section),
this may not always be the case either due to incremental
deployment, or less flexibility in terms of the AP placement
and equipment capabilities (directional antennas could for
instance mitigate interference). In settings where interfer-
ence cannot be avoided by design, the behavior of a wireless
transmitter and receiver depends on a number of param-
eters which control their reaction to noise and interfering
signals, as well as their aggressiveness to seize the channel
for transmission.

Wireless Transmitter: The behavior of a wireless trans-
mitter is primarily determined by the CCA Threshold.
In 802.11 MAC, a transceiver decides if the wireless channel
is currently busy based on the relative value of interference
as compared to the CCA Threshold (Clear Channel Assess-
ment Threshold). Before attempting to transmit a frame,
the transceiver measures the strength of the received inter-
ference on the wireless channel. If the measured interference
is higher than the CCA Threshold, the channel is assumed
to be busy, and the transmission is deferred.

Wireless Receiver: The behavior of the wireless receiver
further depends on a series of parameters capturing the qual-
ity of the receiver’s circuitry, the power of the signal needed
for successful decoding, as well as the selectivity of the re-
ceiver in terms of the transmissions that it attempts to de-
code.

Receiver Noise Power refers to the amount of noise
generated in the receiver circuitry. Let N0 denote this quan-
tity in dB, defined as N0 = 10 log SN where SN is measured
in milli Watts. For typical state-of-the-art 802.11 APs such
as [11], N0 is in the range of -96 to -91 dB.

The receiver noise power directly impacts what is termed
as Receiver Sensitivity, which refers to the minimum
power of the desired signal at the receiver, that is required
for the successful decoding of the signal in the presence of
noise alone. The Receiver Sensitivity depends on the mod-
ulation and coding scheme. If the minimum required SINR
for successful decoding of a signal for a given modulation and
coding scheme is β (in dB), then the Receiver Sensitivity (in
dB) is given by N0 + β.

Whenever a wireless transmission is received by a partic-
ular client at a power greater than the Receiver Sensitivity,
the client circuitry attempts to decode the signal, even if
that signal may not be addressed to the client in question.
Any subsequent transmission targeted to the client will not
be decodable for the duration of the initial transmission.
This phenomenon is termed as “strongest last-collision”, and
may occur in high density environments [4, 17]. The Re-
ceiver Threshold defines that value of received power be-

low which the receiver circuitry will not attempt to decode
the received signal. It should be further set to be greater
than the Receiver Sensitivity and approximately equal to
the power the client should expect from its associated AP.
By default, the Receiver threshold and the CCA threshold
are set to be approximately equal to, and slightly higher
than, the noise power [21].

Notice that the Receiver Sensitivity and the Receiver Thresh-
old are altogether different quantities. While the former is
determined and fixed by the hardware capabilities, the lat-
ter is configurable. In Section 3.5, we will show that the
Receiver Threshold can be easily determined based on the
CCA Threshold.

3. OPTIMUM NETWORK DESIGN
In Section 2, we identified the key factors impacting the

performance of high density wireless networks. In this sec-
tion, we study the interplay between optimal network design
and high density MAC parameter tuning, deriving recom-
mendations on the optimal deployment and configuration of
such environments. Optimal design within such a context
refers to the provisioning of a wireless network that cov-
ers the desired geographical area at the smallest cost, while
offering the best possible throughput to the users. Conse-
quently, the metric of interest is what we call Throughput-
Coverage.

Definition 1. A network provides a Throughput-Cover-
age of C bits per second per square meter when the total
throughput delivered to all the clients in a unit area is at
least C bits per second (even if the clients are located on the
edge of the cell).

The above definition gives a lower bound on throughput per-
formance. Users closer to the AP can get higher throughput
through Auto Rate Fallback, but we focus on the worst case
performance when all the users are assumed to be on the
cell boundary. In this section, our objective is to analyti-
cally derive the optimum AP density, and the optimum CCA
Threshold values that guarantee a desired Throughput-Cov-
erage performance. We borrow elements from cellular net-
work design and provide a framework for the analysis of the
performance of dense WLANs that incorporates the effects
of CSMA/CA.

A common practice in cellular network design is the mod-
eling of cells using hexagons. The use of a hexagon pat-
tern for a cell can be shown to be optimal in the sense that
one can cover a certain geographic region with the smallest
number of cells, while a hexagon closely approximates a cir-
cular radiation pattern [9]. We define a WLAN cell to be
the geographic region around an AP in which the received
signal strength from the given AP is stronger than the re-
ceived signal strength from any other AP. Assuming that the
APs have a regular hexagonal lattice placement over a two-
dimensional region, we denote the number of APs per unit
area by ρ, and the number of orthogonal channels available
for assignment by K. Note that hexagonal lattice deploy-
ment is used for clarity of insights. All results can be easily
extended to the case of random uniform AP deployment
by replacing the summation used for computing the total
interference, by an appropriate integral in the following ar-
guments.

802.11g has three orthogonal channels, while in 802.11a,
up to 12 orthogonal channels are available in US and Europe
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Figure 1: Reuse pattern and channel allocation.

Index 1 2 3 4 5 6 7 8
Rate (Mbps) 54 48 36 24 18 12 9 6
SINR (dB) 24.6 24 18.8 17 10.8 9 7.8 6

Table 1: SINR requirements for different data rates
for 802.11a/g

[11]. For analytical tractability, we assume that APs oper-
ating on a common channel also have a regular hexagonal
lattice placement. In such regular environments, typically
found in enterprises, appropriate reuse patterns can be de-
signed as long as there are at least three orthogonal chan-
nels [9]. For example, Fig. 1(a) shows a channel allocation
scheme with three orthogonal channels. We can see that the
co-channel APs also have a regular lattice pattern.

Given an AP density of ρ, and K orthogonal channels,
the AP density for each channel type is ρ

K
. The average cell

radius, R, and the average separation between co-channel
APs, D, are given as follows:

R =
1

√
πρ

, D = 2

s

K

πρ
(2)

These distances are depicted in Fig. 1(a). The three shaded
hexagons represent co-channel cells. The higher the AP den-
sity, the smaller the cell-radius, and hence the stronger the
received signal strength at the boundary of the cell. The
higher the number of channels, K, the larger the separa-
tion between the co-channel APs, and hence the lower the
interference.

The client throughput depends on (i) the client-AP sep-
aration, (ii) the amount of interference, and (iii) the trans-
mission rates supported by the AP. The largest client-AP
separation is determined by the AP density, while the CCA
threshold determines the highest co-channel interference re-
ceived by the client. These quantities together determine
the worst case SINR in a cell (via equation (1)). We only
consider 802.11a/g transmission rates, since these physical
layers are guaranteed to lead to higher throughput regimes
than 802.11b. In 802.11a/g, as Table 1 shows, there are 8
discrete data rates that can be supported for different values
of client SINR [13].

Our objective in this section is to derive the smallest AP
density that can guarantee a desired throughput-coverage
performance. For this, we take the following approach. For
each data rate i in Table 1 (i from 1 to 8), we determine
the optimum AP density (or equivalently, the optimum cell
radius Ri), and the optimum CCA threshold, CCAi, that
can provide the desired throughput-coverage of C. We then

choose that data rate, k, for dimensioning and configuring
our network, which requires the smallest AP density. To-
gether with Definition 1, this ensures that data rate k can
be supported on the cell boundary at the smallest network
cost. Also note that schemes corresponding to data rates
lower than that of k can also be supported for the same
choice of AP density and CCA threshold, due to their lower
SINR requirements.

In Sections 3.1 to 3.3, we formulate the constraints of our
optimization problem, and then solve the problem in Sec-
tion 3.4. The only inputs to our optimization problem are
hardware and system parameters, capturing: (i) the num-
ber of channels, K, (ii) the AP transmit power, P , (iii) the
receiver noise power N0, and (iv) a propagation loss model
P · ax−α, where a is a fixed constant, and α is the path loss
exponent.

3.1 SINR Constraint
Consider the ith modulation and coding scheme. Let Ci

be its data rate, and let βi be the corresponding minimum
required SINR for this rate. Let Ri be the cell radius, and
CCAi be the CCA Threshold required for guaranteeing the
desired throughput-coverage of C with this scheme. Assume
that the carrier sensing distance is di, i.e., two co-channel
APs can transmit concurrently only if they are separated
by a distance of at least di. Note that this does not mean
that CCAi = P · ad−α

i . This is because there are multiple
APs that are located at a distance greater than di from the
given AP, and it is the cummulative interference from all
these APs that determines CCAi. CCAi also represents the
maximum allowable interference power for scheme i. The
worst case client SINR is at the boundary of the cell, and is
given by

SINR =
P · aR−α

i

N0 + CCAi

, ⇒ 1

SINR
=

N0

P · aR−α
i

+
CCAi

PaR−α
i

(3)

It is well-known that due to the strong propagation fall-off,
the total interference in a cell is dominated by the closest tier
of interfering APs [20, 3, 5]. Hence, we only consider the first
tier of co-channel APs in computing the total interference
(see Fig. 1(a)). By using simple geometric arguments, we
can obtain this interference power as a function of P, a, Ri,
and di. Furthermore, if we define an auxiliary variable Xi

as follows,

Xi =
di

Ri

, (4)
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then we can show that (see [5])

CCAi

PaR−α
i

, I(Xi) =
1

(Xi + 1)α +
1

(Xi − 1)α +

2
„

“

Xi

2
+ 1
”2

+
“√

3Xi

2

”2
«α

2

+
2

„

“

Xi

2
− 1
”2

+
“√

3Xi

2

”2
«α

2

(5)

In (4) and (5), Xi is the ratio of the cell radius and the carrier
sensing range, while I(.) is a measure of the cummulative
interference and the received signal strength. Since we want
to ensure that data rate Ci can be supported on the cell
boundary, using (3), we get the following SINR constraint.

I(Xi) +
N0Rα

i

Pa
≤ 1

βi

(6)

3.2 Throughput-Coverage Constraint
Since we only allow concurrent transmissions between co-

channel APs separated by at least di, circles of radius di

2
around concurrently transmitting co-channel APs are dis-
joint. Hence maximum spatial reuse is attained when such
disjoint circles are minimally packed over the entire region.
If the entire region to be covered has area A, then the max-
imum number of APs transmitting concurrently on a given
channel is A

π
“

di

2

”2 = 4A

πd2
i

. If we assume that the cell radius

Ri is chosen such that data rate of Ci is supportable on the
cell boundary, then the collective data rate of all the APs
on a given channel is at least 4CiA

πd2
i

(even when all the users

are on the cell boundary). Since there are K channels, the
collective rate at which data is transferred over the entire
network is 4KCiA

πd2
i

. Hence throughput per unit area is 4KCi

πd2
i

.

Note that although the data rate is Ci, the actual useful
throughput at the application layer is lower due to MAC-
layer and protocol-specific overheads. For simplicity, we do
not include these overheads. Since we require the through-
put per unit area to be at least C, using (4), we have the
following constraint for throughput-coverage.

KCi

π
“

XiRi

2

”2
≥ C ⇒ XiRi − 2

r

KCi

πC
≤ 0 (7)

3.3 Constraint on the number of Channels
Note that the number of available channels determines

the physical separation of co-channel APs through (2). The
carrier sensing distance di cannot be smaller than D (given
by (2)), since there are no co-channel APs at a distance
smaller than D from an AP. Hence,

di ≥ 2
√

K
√

πρ
(8)

Combining (2), (4), and (8), we get the following constraint.

Xi ≥ 2
√

K (9)

Note that no such constraint was considered in [2], [3], [4]
and [5]. The above constraint shows that the number of
channels has a significant role to play in this problem. For
example, with 12 channels, Xi ≥ 6.9. A choice of Xi for
every modulation and coding scheme must be at least as
high as 6.9. “Optimum” values of Xi computed for several
scenarios in [3] and [5] are much lower than this value. This

means that those values are not even feasible when we have a
typical 802.11a setting with at least 12 channels. In essence,
a large number of channels results in a larger separation be-
tween the co-channel APs, and can thus reduce interference.
Hence this constraint has to be taken into account in deter-
mining the optimum amount of allowable interference, i.e.,
the optimum carrier sensing threshold.

3.4 Optimization Problem and its Solution
Combining (7), (9) and (6), the problem of optimum net-

work dimensioning (finding the minimum AP density), and
optimum tuning of the carrier sensing threshold CCAi, so
that a throughput coverage of C is guaranteed, can be formu-
lated as follows. Since minimizing AP density is equivalent
to maximizing cell radius Ri, i.e., minimizing −Ri, we get:

Minimize: f(Xi, Ri) = −Ri (10)

Subject to: g1(Xi, Ri) = XiRi − 2

r

KCi

πC
≤ 0 (11)

g2(Xi, Ri) = 2
√

K − Xi ≤ 0 (12)

g3(Xi, Ri) = I(Xi) +
N0Rα

i

Pa
− 1

βi

≤ 0 (13)

where I(Xi) is given by (5). Using the Karush-Kuhn-Tucker
Theorem [10], we can show that the solution to the above
optimization problem is as follows (we do not include the
proof due to space constraints).

R∗
i = min

(

r

Ci

πC
, R̂i

)

where R̂i is given by (14)

1

βi

=
N0R̂α

i

Pa
+ I

 

1

R̂i

r

4KCi

πC

!

(15)

X∗
i =

1

R∗
i

r

4KCi

πC
(16)

We solve the above optimization problem for each of the
8 modulation-coding schemes, and choose that modulation-
coding scheme which results in the largest cell radius while
providing the desired throughput-coverage. We then choose
the corresponding AP density for network dimensioning,
and set the carrier sensing threshold of the entire network,
CCAthr, with respect to this modulation scheme using (5).

j = argmaxi (Ri) , ρ =
1

πR2
j

, CCAthr = P · aR−α
j I(Xj).

Notice that we use a network-wide common CCA thresh-
old. This is because if the network is interference domi-
nated, nearby co-channel APs can hear each other. If the
two nearby APs choose different CCA Thresholds, then the
AP with a higher CCA Threshold (the AP that can accept
more interference) will acquire the channel more aggressively
than the AP with a lower CCA Threshold. This may lead to
starvation of the AP that uses a lower CCA threshold. The
approach of using a common network-wide CCA Threshold
is adopted in [4, 5] as well. However, the ECHOS algorithm
proposed in [18], does not necessarily result in a common
network-wide CCA threshold.

3.5 Numerical Results
In this section, we obtain numerical results for the opti-

mum network dimensioning and carrier sensing parameters
as a function of the desired throughput-coverage. In Table
2, we have listed the values of the system parameters that
we use in obtaining numerical results in this section. Prop-
agation loss parameters are as per ITU recommendations
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for 802.11a/g in indoor office environment [14]. Transmit
power of the APs, noise power and number of channels in
Table 2 are typical values for Cisco [11]. Note that since
802.11a uses lower transmit power, and has a stronger prop-
agation fall-off, 802.11a cells usually have smaller coverage
than 802.11g cells. In Table 1, we have listed the minimum
required SINR for supporting different modulation-coding
schemes in 802.11a/g [13]. In all the plots, the x-axis is
the target throughput-coverage multiplied by π(100)2. This
normalization constant is included so that the x-axis can be
interpreted as the average throughput delivered to a circu-
lar region of radius 100 m. We obtain numerical results for
the cases when the noise power is -91 dB or -96 dB, and
the underlying network employees 802.11a or 802.11g. The
reason for discontinuities in all the plots is that there are 8
discrete modulation and coding schemes in 802.11a/g.

802.11a 802.11g
Transmit Power, P +17 dBm +20 dBm
Number of Channels, K 12 3
Path loss exponent, α 3.1 3.0
Path loss constant, a -46.5 dB -40 dB

Table 2: System Parameters for Numerical Results

The optimum value of cell radius and the corresponding
AP density as a function of target throughput-coverage are
plotted in Fig. 2(a) and Fig. 2(b). The plots show that to
achieve higher throughput-coverage, we must reduce the cell
radius, i.e., the network architecture must comprise of a high
density of microcells. Also, the higher the noise power, the
smaller the required cell radius, i.e., the higher the required
AP density.

In Fig. 3, we plot the data rate which is used for system
dimensioning and CCA Threshold tuning. Due to the SINR
constraint in Section 3.1, this is also the data rate that can
be sustained on the edge of every cell. We can see from Fig. 3
that as the target throughput-coverage increases, we must
employ higher modulation and coding schemes to satisfy
the throughput-coverage requirements. We note from Fig. 3
that for 802.11a, despite the fact that a data rate of 54
Mbps can be sustained at a distance of 20 m [11], to provide
a throughput-coverage of 500, a cell radius of 20 m (Fig.
2(b)), and corresponding data rate of 36 Mbps are chosen
(Fig. 3). This is because in order to support a data rate
of 54 Mbps, a substantially large number of co-channel APs
need to be suppressed, and this results in poor spatial reuse.
If instead, a data rate of 36 Mbps is used, then fewer co-
channel APs need to be suppressed. Thus our analytical
and numerical results prove that in high density networks
the benefits of improved spatial reuse may more than offset
what we lose by using a lower data rate. Hence, in high
density 802.11 networks, for the overall network good, using
the highest data rates is not necessarily optimum.

The optimum values of CCA Threshold as a function of
desired throughput-coverage are plotted in Fig. 4(a,b,c,d).
We also plot the Receiver Sensitivity for the modulation and
coding scheme that can be supported on the cell boundary.
There are three distinct operational regions in terms of the
impact of interference on MAC layer behavior. If the power
of the interfering signal is below the noise power, CCA adap-
tation has no impact in that environment. If the power of
the interfering signal is above the noise power but under
the receiver sensitivity, the signal can be received but can-
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Figure 3: Optimum Rate on cell boundary as a func-
tion of C · π(100)2 Mbps/m2.

not be decoded. Consequently, media access is governed
by physical carrier sensing, and depending on the value of
the CCA threshold the transmitter will suppress or con-
tinue with a transmission. Lastly, if the interfering signal
is stronger than the Receiver Sensitivity, it can be success-
fully decoded. In this case, the terminal must respect the
Network Allocation Vector field (NAV field) in the interfer-
ing signal (if RTS/CTS is enabled), and must defer its own
transmission for the duration of the interfering transmission.
This is the virtual carrier sensing mechanism of 802.11.

According to the above, we note that the optimum CCA
threshold for 802.11a (Fig. 4(a),(b)) is comparable to the
noise level even in highly dense scenarios. In fact, for N0 =
−96 dB, the CCA threshold exceeds the noise power by 7
dB at most, and for N0 = −91 dB, this difference is no
more than 2 dB. Note that typical shadow-fading variations
are on the order of 5-10 dB [14], and hence CCA threshold
has a limited role to play for the above settings. We also
note from Fig. 4(a),(b) that the CCA Threshold is never
above the Receiver Sensitivity. This means that an AP can-
not successfully decode the interfering signals. Thus, we
conclude that in regular high density 802.11a networks, the
extent of co-channel interference is almost negligible, and
the network is noise-dominated. Also note that increased
throughput-coverage cannot be provided by tweaking the
CCA threshold, an observation that verifies the experimen-
tal results in [4], where the optimum CCA threshold for
10-20% raw frame error rate was found to be very low (-90
dB). The reason for 802.11a being noise-dominated, and not
interference-dominated, is the availability of a large number
of orthogonal channels which results in large inter-AP sep-
aration for co-channel APs, and thereby substantially lower
co-channel interference. Thus, in 802.11a networks, the key
design parameter is AP density and appropriate frequency
selection for optimal spatial reuse, and not the CCA thresh-
old.

On the other hand, in 802.11g networks, due to short-
age of orthogonal channels, interference plays an important
role in determining the optimum system parameters. From
Fig. 4(c),(d), we can see that the CCA threshold is sub-
stantially higher than the noise power for most settings. In
fact, the optimum CCA Threshold is higher than the Re-
ceiver Sensitivity. Our results indicate that in such scenar-
ios, 802.11g APs should not defer their transmission even if
they can successfully decode the received signal from an in-
terfering AP. This can be achieved as follows. The Receiver
Threshold (described in Section 2) can be configured to be
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Figure 4: Optimum CCA as a function of C · π(100)2 Mbps/m2. Receiver Sensitivity is equal to N0 + β, where
N0 is the noise power, and β is the minimum required SINR for a given modulation and coding scheme.

equal to the optimum CCA Threshold, so that the receiver
does not attempt to decode interfering frames. This will
ensure that the virtual carrier sensing mechanism of 802.11
is over-ridden by the physical carrier sensing mechanism to
avoid the problem of strongest-last collision. Such a rec-
ommendation is also made in [16] and [4]. Also note from
Fig. 2(b) that the optimum cell radius is almost independent
of the noise power for 802.11g; the plots for thedifferent noise
powers are overlapping. Thus, in sharp contrast to 802.11a
networks, we note that regular 802.11g networks are inter-
ference dominated, and tuning of MAC parameters plays an
important role in ensuring high network throughput.

In summary, in this section we showed that due to differ-
ences in the available number of orthogonal channels, and
due to different path loss models, the design of 802.11a
and 802.11g networks requires substantially different ap-
proaches. Optimal AP density and proper frequency selec-
tion can mitigate interference to a large extent in 802.11a
networks. On the other hand, the design of 802.11g net-
works needs to address AP density as well as MAC layer
tuning under a unified framework to optimize network per-
formance.

4. OPTIMUM MAC LAYER TUNING
In Section 3, we established design recommendations for

regular dense wireless networks when one controls both, the
density of the APs, as well as the tuning of the MAC parame-
ters. In this section, we relax the first assumption and study
the tuning of MAC parameters in regular networks with a
predefined AP density. The insights gained through our
analysis are then employed in Section 5, where our solutions
are generalized to arbitrary network topologies. Another

way to perceive the topic in question is that we attempt
to identify the regimes where CCA adaptation can result
in throughput improvement in existing networks. As in Sec-
tion 3, we assume a regular lattice deployment of APs in our
analysis. We also assume that channel allocation has been
performed in such a way that even the co-channel APs form
a regular pattern. As noted in Section 3, as long as there
are at least 3 orthogonal channels, such channel allocation
is always possible in regular lattice structures.

Our objective in this section is to select the optimum CCA
threshold, given a fixed cell radius R, so as to maximize
the throughput-coverage of the network. As in Section 3,
we first determine the optimum CCA Threshold for each of
the 8 modulation schemes, and then choose that scheme for
setting the network-wide CCA Threshold which results in
the highest throughput-coverage. Note that although we use
a similar approach to Section 3, the constraints and the
objective function of the optimization problem considered in
this section are different. From Section 3.2, the throughput-
coverage of the network under the ith modulation-coding
scheme is KCi

π
“

XiR

2

”2 = Ci

X2
i

K

π( R

2 )2
. Since R is fixed, we have

the following optimization problem for the ith modulation-
coding scheme.

Maximize: f(Xi) =
Ci

X2
i

(17)

Subject to: Xi ≥ 2
√

K (18)

g2(Xi) = I(Xi) +
N0Rα

Pa
− 1

βi

≤ 0 (19)

In the above, note that (19) may not be feasible in general
for all modulation-coding schemes. In other words, it may
not be possible to support all the data rates on the boundary
of a cell due to the non-zero contribution of noise.
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The solution to the optimization problem in (17)-(19) is
as follows. For a given network (given R), we check if each of
the modulation and coding schemes can be supported on the
cell boundary, i.e., we check if for each i, (19) holds for some
Xi. If so, given the fact that I(Xi) is strictly decreasing, (19)
can be rewritten as

Xi ≥ ηi (20)

where ηi is a constant that depends only on R, βi, N0, a, P
and α. Then, the solution to the optimization problem in
(17)-(19) is

X̂i = min
n

2
√

K, ηi

o

(21)

We then choose that modulation and coding scheme for set-
ting CCA Threshold which results in the highest value of
throughput-coverage, i.e.,

j = argmaxi

 

Ci

X̂2
i

!

(22)

where argmax is taken over those modulation-coding schemes
i, that satisfy (18) and (19). The CCA Threshold is then
set using (5) as follows.

CCAthr = P · aR−αI(Xj) (23)

4.1 Numerical Results
In this sub-section, we obtain numerical results for set-

ting the optimum CCA Threshold in regular networks with
fixed AP density using the above problem formulation. In
Fig. 5(a),(b) we plot the optimum CCA threshold as a func-
tion of R for an 802.11a network. The optimum CCA Thresh-
old is below the noise power for a cell radius larger than
35 m. Even when the CCA Threshold exceeds the noise
power, it is substantially smaller than the Receiver Sensi-
tivity, and therefore interfering signals cannot be decoded.
These results confirm that interference in planned 802.11a
high density networks (where the AP deployment pattern
and channel allocation avoids reuse of the same frequency
in neighboring APs) has limited impact, and the system is
noise dominated. Setting the CCA threshold optimally is
critical only for very small cell sizes (20 to 30 m).

In Fig. 5(c),(d), we plot the optimum CCA threshold for
an 802.11g network for different noise powers. When N0 =
−96 dB (respectively -91 dB), the interference is comparable
to the noise power when the cell radius is smaller than 170
m (respectively 120 m). For a cell radius larger than these
values, the system is noise dominated, and hence the CCA
threshold can be set to the noise power. For small cell sizes
(20 to 60 m), interference is higher than the noise power as
well as the Receiver Sensitivity. Hence, as in Section 3.5, we
set the Receiver Threshold to be equal to the optimum CCA
Threshold so that the physical carrier sensing mechanism
overrides the virtual carrier sensing mechanism.

If, instead of setting the CCA threshold optimally, an
802.11g network were to operate with the fixed default CCA
threshold, then physical, as well as virtual carrier sensing
will suppress concurrent transmissions in a large neighbor-
hood, and will bring down the throughput substantially. In
Fig. 6, we plot the percentage improvement in throughput-
coverage when the CCA threshold is set optimally, compared
to the use of the default CCA threshold that is equal to the
noise power. We note that there are substantial gains in
throughput-coverage. For 802.11g, Fig. 6 shows that even
for a cell radius of 40 m, the improvement in throughput-
coverage is as high as 175 to 300%. For 802.11a, CCA Adap-
tation is beneficial only for very small cell sizes (20 to 35 m).
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Figure 6: Percentage improvement in throughput-
coverage of optimum CCA selection over the default
CCA threshold.

For example, for a cell radius of 20 m, the throughput can
be improved by 50 to 300 % by choosing the CCA Threshold
optimally.

Note that these results were obtained for a regular topol-
ogy with optimal channel allocation. However, the results
strongly suggest that CCA adaptation is beneficial. Later
on, in Section 6, we show that even for random deployment,
CCA adaptation results in substantial throughput improve-
ment.

In Fig. 7(a), we plot the supportable rate on the cell
boundary for 802.11a and 802.11g for two different receiver
noise powers. Note that Fig. 7(a) shows rate as a function of
distance in the presence of noise as well as interference, and
hence should not be compared to the range that is typically
advertised by the vendors [11]. The latter is computed for
an interference-free scenario. We can clearly see that the
supportable rate decreases as the cell size increases. Also
note that the maximum cell size for 802.11a is lower than
the maximum cell size for 802.11g. This is because 802.11a
uses lower transmit power and has a stronger path loss (see
Table 2). More importantly, we note that high transmis-
sion rates, such as 48 or 54 Mbps, are never optimal from
the perspective of overall network throughput due to their
strict requirements in terms of SINR (as in Fig. 3).

In Fig. 7(b), we plot the throughput-coverage (on log
scale) as a function of the cell radius. We note that 802.11a
offers better throughput-coverage for smaller cell sizes, how-
ever the throughput-coverage drops sharply to zero. On the
other hand, 802.11g provides lower throughput-coverage for
smaller cell sizes, while providing extended coverage.

5. ORCCA: OPTIMAL-RATE CCA ADAP-
TATION

The analysis presented in Section 4, even though applica-
ble to environments where co-channel APs are deployed in a
regular lattice, offers the following insights. First, it shows
that the potential gains of using optimum CCA Threshold
in high density networks are substantial (see Fig. 6). Sec-
ond, it provides insight into designing an algorithm for op-
timally setting the CCA threshold in random topologies. In
this section, we present ORCCA, an algorithm that sets the
CCA Threshold of a given network purely based on channel
measurements. ORCCA exploits the results from Section 4
and does not make any assumptions about the placement of
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Figure 7: Optimal rate and throughput-coverage for different cell sizes.

clients, APs, cell shapes, or channel assignment.
Consider an 802.11 a/g network whose CCA Threshold is

to be optimally configured. We make the following assump-
tions in our algorithm:
1. Each AP keeps track of the signal strengths of all the co-
channel APs that are operating in its neighborhood. This is
required as part of the Radio Resource Management frame-
work of 802.11k [15], and can be easily implemented by cap-
turing all the co-channel beacons, and passing them up to
the driver for monitoring purposes.
2. We assume that the interference received by a client
is approximately equal to the interference received at the
serving AP. While this assumption might seem restrictive
at first, in high density scenarios where the cell sizes are
very small (20-50 meters) this assumption is not too restric-
tive. To relax this assumption, we could instead assume that
the client reports the received signal strength of all the in-
terfering APs to its serving AP, and ORCCA will still work
under the latter assumption. However, as of now, there is no
mechanism in the 802.11 standard for the client to convey
a detailed interference report. Subsequent revisions of the
802.11 standard may support this feature.
3. We assume that the APs communicate with a central
controller, and report their measured quantities (described
later in this section). The central controller uses these mea-
surements to compute the optimum CCA Threshold, and
communicates it back to the APs. Several commercial prod-
ucts use a central controller for network parameter tuning
[19].

Consider all the APs operating on a certain fixed channel,
say channel 1. Assume that there are M APs in the network

operating on this channel (not all of them may interfere with
each other). Let variable l index these APs. The proposed
algorithm is as follows.
At an AP: Each AP, l, performs the following steps:
Step 1: Measure the beacon strength of all the co-channel

APs, sort them in decreasing order, and save them in P
(l)
I (k),

where k varies from 1 to M . Note that AP l may not re-
ceive measurable signal from all the APs, in which case the

corresponding P
(l)
I (k) are set to 0.

Step 2: Measure received signal strength of all the clients
associated with itself (AP l), and find the client whose signal

is received at the lowest power. Let this power be P
(l)
R . As-

suming a symmetric channel, P
(l)
R is also the power received

by the client from AP l. Thus, this client is located at the
edge of the cell, and hence is used for calibrating the CCA
threshold of AP l.
Step 3: Let i be the index of supportable modulation-
coding schemes. Let Ci be the supportable data rate, and
βi be the required SINR for scheme i. For each scheme i,
AP l does the following.
1. Determine

I
(l)
i =

 

P
(l)
R

βi

− N0

!

(24)

This is the maximum allowable interference while still sup-
porting rate i for the user with the weakest received signal

strength. Note that if I
(l)
i < 0, then this user cannot be

served at rate i. If I
(l)
i > 0, then the CCA Threshold re-

quired for supporting the ith data rate in cell l is:

CCA
(l)
i =

 

P
(l)
R

βi

− N0

!

= I
(l)
i (25)
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2. Find the smallest index m
(l)
i such that

M
X

k=1

P
(l)
I (k) =

m
(l)
i
X

k=1

P
(l)
I (k) +

M
X

k=m
(l)
i

+1

P
(l)
I (k), (26)

and
M
X

k=m
(l)
i

+1

P
(l)
I (k) < I

(l)
i (27)

The above implies that if the m
(l)
i strongest interfering APs

are suppressed, then the interference from the remaining
APs can be accommodated while still supporting rate i for
the worst case user associated with AP l.
3. The achievable throughput for scheme i in cell l, denoted

by γ
(l)
i , is given by

γ
(l)
i =

8

<

:

Ci
“

m
(l)
i

+1
” if I

(l)
i > 0.

0 otherwise
(28)

Although the data rate Ci is supportable when I
(l)
i > 0,

there is a reduction in throughput due to time sharing of
the wireless channel by virtue of the CCA Threshold. When
the CCA Threshold is chosen such that (26) and (27) are

satisfied, we note that AP l time shares its channel with m
(l)
i

other APs. Hence the term (m
(l)
i +1) in the denominator of

(28). Note that in analysis, this was taken into account by
the term X2

i in the denominator of throughput-coverage in
(17). After each AP l determines its expected throughput

γ
(l)
i , for ith modulation-coding scheme, it sends all the 8

triplets
“

i, γ
(l)
i , CCA

(l)
i

”

to the central controller.

At the Central Controller: The central controller deter-
mines the network-wide common CCA Threshold based on
the information gathered from all the APs. Assume that
the central controller chooses a network-wide CCA Thresh-
old CCA∗. Let the highest supportable modulation-coding
scheme for AP l with this CCA Threshold be i(l). Then,

CCA
(l)
i(l)

≤ CCA∗ (29)

Using (28), the overall network throughput is given by,

Network Throughput =
M
X

1

γ
(l)
i(l)

(30)

The central controller determines that value of CCA∗ which
maximizes the above network throughput. This amounts to

performing an exhaustive search for CCA∗ = CCA
(l)
i over

all i and l (with M APs, at most 8M combinations). Only

those (i, l) triplets are considered for which γ
(l)
i > 0. This

ensures that the maximization of network throughput does
not starve any user.

Note that the task of the central controller is consid-
erably simplified since each AP l computes its 8 triplets
“

i, γ
(l)
i , CCA

(l)
i

”

. Even in a network with M APs where M

is large, the central controller just needs to perform O(M)
additions to determine the optimum CCA Threshold. Also
note that ORCCA relies on measurements, and hence is not
restricted to the case of regular topologies. In fact, OR-
CCA can function in both 2D as well as 3D environments.
ORCCA does not assume any specific path-loss or shadow-
fading model. It can also be easily modified to account

for a heterogeneous collection of APs in which 802.11g and
802.11b APs co-exist on the same channel. This would re-
quire minor modifications to ORCCA to take into account
the modulation and coding schemes that 802.11b supports
in addition to taking into account the 802.11g modulation
and coding schemes. This requires performing optimization
over 12 schemes (8 of 802.11g and 4 of 802.11b) in Step 3 of
the algorithm.

6. SIMULATION RESULTS
In this section, we present simulation results on ORCCA’s

performance. We use Opnet Modeler version 11.0 for our
simulations. Opnet has an excellent physical layer model
for simulating wireless links. It has support for all the 8
modulation-coding schemes of 802.11a/g, and it simulates
the transmission of individual bits over the wireless phys-
ical layer. Unlike the Network Simulator ns-2, it incorpo-
rates the capture phenomenon which is a crucial aspect of
wireless communication in the presence of interference. We
simulate three schemes for two different topologies (six sce-
narios in total). The three schemes are (i) the base scheme
of CSMA/CA MAC which uses the default CCA Thresh-
old (equal to the noise power), (ii) ORCCA, and (iii) the
ECHOS algorithm which is a recently proposed algorithm
for CCA adaptation [18]. To the best of our knowledge,
ECHOS and the CCA adaptation algorithm in [4] are the
only two other algorithms which attempt to configure the
CCA threshold of a network. We do not simulate the lat-
ter algorithm, since it relies on measurement of packet er-
ror rates for tuning the CCA threshold, and the current
version of Opnet (version 11.0) does not support shadow-
fading which has a significant impact on packet error rates.
We simulate the following 2 topologies:

Regular topology: 16 APs are deployed in a hexagonal
regular structure (4×4) with each AP having 4 clients asso-
ciated with it. The APs have an inter-AP separation of 70
m, while the client-AP separation within each cell is 20 m.
This is equivalent to having a regular hexagonal cell pattern
of 48 APs with 3 channels (an 802.11g network with a cell
radius of 20 m). We focus on one of these three channels,
and study the subset of the APs operating on that channel.
The area of the total region covered is about 300m by 300m.

Random topology: 48 APs and 292 clients (about 4
clients per AP) are deployed randomly and uniformly over
a region of an area 300m by 300m. The users associate with
their closest AP. We assume that there are 3 orthogonal
channels available (802.11g), and the channels are allocated
randomly to the APs1. We consider one of the three chan-
nels, and study the subset of the network operating on this
channel.

Link level throughput performance is measured using sat-
urated UDP traffic from the APs to the clients for a duration
of 10 minutes. Transmit power of 20 dBm, noise power of
-91 dBm, and path loss exponent of 3.0 were used in the
simulations, emulating 802.11g links. The RTS/CTS hand-
shake was disabled while rate adaptation, and shadow fading
was not supported. The channel model consists of path loss
computed as per the ITU Recommendation [14]. Studying
the impact of time-varying channel gain on the performance

1More efficient channel selection algorithms such as [8] could
also be incorporated, however channel allocation is not the
focus of this work.
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Figure 8: Cumulative Distribution of user through-
puts.

of the proposed CCA adaptation algorithm is part of our
future work. Notice that our formulation does incorporate
such an effect but unfortunately cannot be tested using to-
day’s 802.11 simulation tools.

Scenario Total Mean Median σ

Regular topology
Base case 30.3 0.47 0.05 0.72
ECHOS 83.3 1.3 1.3 0.9
ORCCA 109.2 1.7 1.8 0.27

Random topology
Base case 50.6 0.78 0.38 0.82
ECHOS 51.2 0.79 0.17 1.3
ORCCA 65.1 1.0 0.26 1.2

Table 3: Throughput results (Mbps).

From Fig. 8(a),(b), we note that the CDF of the through-
put per user for ORCCA is found to the right of the plot,
thereby showing a higher average throughput. In addition,
the minimum throughput achieved by ORCCA in the reg-
ular topology is significantly greater than in the other two
cases, clearly demonstrating the risk of user starvation un-
der ECHOS, whereby no network-wide CCA is computed.
From Table 3 we note that for a regular topology, ORCCA
results in 260% (respectively 31%) improvement in the total
network throughput as compared to the base case (respec-
tively ECHOS). Even for a random topology the gains are
28% and 27% respectively. ORCCA is shown to feature the
smallest standard deviation σ, for a regular topology (Ta-
ble 3) thereby demonstrating good fairness properties. For
a random topology, the standard deviation is bound to be
high due to large variations in the channel qualities resulting
from the random node distribution. Thus, the simulation
results clearly demonstrate that ORCCA succeeds in iden-
tifying the best CCA threshold for the network and thus in

optimizing overall network throughput.

7. RELATED WORK
In this work, we studied the problem of CCA adaptation

and network dimensioning in high density wireless networks,
under a unified framework. To the best of our knowledge,
prior work has primarily focused on CCA adaptation in iso-
lation to network design. In [2, 3, 5], the problem of optimal
CCA adaptation is addressed within an analytical frame-
work by assuming a regular hexagonal lattice placement of
APs, and a noise-free environment. In [5], the authors bring
to light the fact that different modulation-coding schemes
have different SINR requirements, and hence different op-
timum CCA Thresholds. The authors do not take into
account the impact of the available number of orthogonal
channels on CCA tuning. Thus, the optimum CCA thresh-
old that is analytically computed for several scenarios is not
even feasible with 802.11a, where as per our results, 12 or-
thogonal channels are typically enough to mitigate interfer-
ence. Besides, the approach adopted by the authors of ignor-
ing noise right at the beginning of the analysis does not let
them identify noise-dominated and interference-dominated
regimes.

In [18], the authors propose a CCA adaptation algorithm
called ECHOS, that uses a measurement-driven approach for
tuning the CCA Threshold of APs and clients. The clients
report the measured interference levels to their respective
APs. Each AP, if possible, tries to set its CCA Threshold
so as to support the highest data rate at the farthest client.
The algorithm has three key limitations. Firstly, it does not
take into account the impact of high SINR requirements on
the overall network throughput. As we showed in Section
4, using the highest supportable data rate is not necessarily
optimum in high density networks. Secondly, in determin-
ing the worst case SINR in a cell, the algorithm takes into
account only the strongest interferer heard by the client. We
know that interference is cumulative, and hence the sum of
the powers of all the interfering signals should be considered
as in (26) and (27). Lastly, and more importantly, ECHOS
cannot preclude user starvation since each node selects its
optimal CCA threshold in isolation, something also demon-
strated through our results.

In [4], the authors propose an algorithm that measures the
packet error rate across the entire network, and adjusts the
CCA threshold based on the collected measurements. The
CCA threshold is increased (additively) if packet error rates
are below the target threshold, and decreased (multiplica-
tively) if the packet error rates are above the threshold. For
reasonable target packet error rates (10-20%), there seems
to be no gain from the proposed algorithm. The proposed
algorithm only provides gains when the allowable packet er-
ror rates are up to 50%. The fact that the proposed algo-
rithm does not provide any gains for 10-20% packet error
rates can be easily inferred from the observation that the
algorithm does not result in any change in the initial preset
CCA threshold.

Cell-planning has been used in the cellular community for
several years. The capacity planning phase of such networks
consists in modeling the networks as hexagonal lattices, ob-
taining expressions for worst-case SINR, and then dimen-
sioning the network parameters appropriately [9]. However,
as noted earlier, in a cellular voice network, a user has a
dedicated channel which is allocated to the user for several
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minutes. Hence, there is no issue of MAC contention. In-
terference mitigation is achieved by using per user power
control [6]. In cellular data networks such as HSDPA, in-
terference mitigation is achieved by using advanced modu-
lation coding techniques such as Early Packet Termination
and Hybrid-ARQ [7].

8. CONCLUSION AND FUTURE WORK
We determined optimum settings for the AP density and

CCA threshold parameters in dense 802.11a/g networks,
both for original deployments, as well as for the fine-tuning
of existing installations. We showed that 802.11g networks
are interference dominated, and require optimum tuning of
the CCA threshold. On the other hand, the impact of CCA
tuning in 802.11a networks is limited, and proper AP de-
ployment and channel allocation can mitigate interference
in most settings. However, as AP density increases, inter-
ference is likely to play an important role even in 802.11a
networks. In such scenarios, CCA adaptation is required
to counter interference. Interestingly, our analysis revealed
that in dense 802.11 networks, for the benefit of the over-
all network throughput, it may not be optimum to use the
highest supportable data rates.

We proposed a measurement-driven algorithm for CCA
adaptation of 802.11 networks with arbitrary topologies,
which we call ORCCA. Due to its measurement-driven na-
ture our algorithm does not require any assumptions about
the dimensionality of the environment (2-D vs. 3-D), the
shadowing and fading properties of the space or the inter-
ference regime it is meant to address. Simulation results
demonstrate that ORCCA results in up to 260% improve-
ment in network-wide throughput for a regular topology, and
up to 28% improvement for a random topology as compared
to using the default CCA threshold, today’s current best
practice. It can further lead to throughput improvements of
31% and 27% respectively when contrasted to recent solu-
tions.

Based on the encouraging simulation results, we are cur-
rently developing a testbed to experimentally study the per-
formance of ORCCA. ORCCA, currently, requires a central
controller for the computation of the optimum CCA thresh-
old. Designing a distributed algorithm that uses local in-
formation to solve this problem is part of our future work.
The current work also assumes full co-operation between
all the APs in the network for CCA adaptaion. However
when APs belong to different entities some of the APs may
not participate in the CCA adaptation algorithm. Studying
scenarios of non-cooperating APs and incremental deploy-
ment is a part of our future work. Lastly, in future work we
intend to investigate ways in which we can relax our assump-
tion on purely downlink traffic that was used for analytical
tractability.
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