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ABSTRACT
A thorough understanding of the power consumption behavior of real world wireless devices is of paramount importance to ground energy-efficient protocols and optimizations on realistic and accurate energy models. This paper provides an in-depth experimental investigation of the per-frame energy consumption components in 802.11 Wireless LAN devices. To the best of our knowledge, our measurements are the first to unveil that a substantial fraction of energy consumption, hereafter descriptively named cross-factor, may be ascribed to each individual frame while it crosses the protocol/implementation stack (OS, driver, NIC). Our findings, summarized in a convenient new energy consumption model, contrast traditional models which either neglect or amortize such energy cost component in a fixed baseline cost, and raise the alert that, in some cases, conclusions drawn using traditional energy models may be fallacious.
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1. INTRODUCTION
The increase in energy density of current state of the art (Lithium-Ion) batteries is far from following Moore’s Law, the current challenge being “just” a twofold density increase in the next 10 years [37]. This is not a good technological premise behind the energy greediness of wireless connectivity, second only to that required to backlight displays in most handheld devices. Moreover, battery powered wireless devices are becoming ubiquitous, and are frequently part of the network infrastructure itself; even besides the obvious case of wireless sensor networks, battery powered relays or opportunistic intermediaries are widely considered in ad hoc, mesh, DTN scenarios, or emergency deployments.

It is hence not nearly a surprise that a huge research effort has been dedicated to find ways for reducing energy consumption in the wireless access and communication operation [24,39]. For instance, with reference to the 802.11 WLAN (WiFi) technology [2], indeed the focus of this paper, energy efficiency improvements span very diverse aspects of the 802.11 operation, from management procedures [34], to usage of opportunistic relays [19] or infrastructure on demand [22], to PHY [31] and MAC [12] layer parameters’ optimizations, and so on.

Obviously, a quantitative treatment of the attainable energy improvements is greatly simplified by the availability of realistic and accurate energy models, also considering that fine-grained per-frame experimental measurements (versus coarse aggregate power consumption statistics) may be non trivial to achieve. Most of the literature works, including but not limited to [7,9,11,12,15,17,23,30,40], ground their proposed analyses, optimizations, or algorithm/protocol designs, on the widely accepted paradigm that the energy toll may be ascribed to two components: a baseline one, plus a second one linear with (transmission/reception) air time. The specific weights are of course tailored to the interface state (transmit, receive, idle, sleep), and can be gathered by data sheets [19] or experimental measurements [11,19].

Questioning the classical per-frame energy model
With such a widespread acceptance, questioning the above mentioned classical energy model seems tough. Actually, such model makes perfectly sense if we just focus on the network interface card consumption. But, in practice, processing in the host device drains energy as well. So, the question at stake is whether (and to what extent) there is some energy toll in the device, which is imputable to TX/RX processing, but which is improperly accounted in such classical model, e.g., because it can be neither considered (i) independent of the radio operation and thus (implicitly) accounted in the fixed baseline energy consumption component, nor (ii) strictly proportional to the traffic load in bytes, hence (implicitly) accounted in the linear air time energy cost component.

Our paper not only raises this question (apparently unnoticed in most prior work), but, more significantly, provides...
a (we believe) compelling answer, via extensive and tailored experiment, providing a detailed anatomy of the energy consumption in the protocol stack.

Two major findings appear to emerge. First, a substantial energy consumption occurs while a frame is delivered across the protocol stack, namely from the operating system to the driver to the NIC (and conversely for reception). Such "new" energy cost component, descriptively referred to as cross-factor, cannot be neglected; on the contrary, in some experiments it even accounts to more than half of the per-frame energy cost. Second, such cross-factor can be neither dealt with as an extra baseline component, nor (perhaps more surprisingly) as a cost proportional to the traffic load. Actually, this energy toll appears mostly associated to the very fact that a frame is handled, i.e., irrespective (to a very large extent) of the actual frame size in bytes.

Our findings, which we wrap into a convenient and easy to exploit new energy model, have a twofold implication. First, they suggest new energy reduction strategies, such as batching packets while they travel across the protocol stack, or avoiding stack crossing when possible (the energy savings for both strategies are preliminary quantified via tailored experiments). Second, the fact that a substantial amount of energy is drained by the processing of packet units (i.e., independent of their size, or air time, or modulation and coding scheme) may play havoc with some specific optimizations proposed in the past. For instance, we show that energy-efficient optimizations leveraging relay nodes may yield qualitatively different conclusions when the cross-factor energy component is accounted for.

Our contribution
This paper makes the following original contributions.

Power consumption characterization. In contrast to previous works, our measurement methodology is (i) based on a convenient power measurement device rather than specialized hardware and complex measurement configurations; (ii) it exploits techniques to reduce measurement uncertainties due to scale limitation, and (iii) it characterizes the total device power consumption versus that consumed by just the wireless interface.

Power consumption anatomy and unveiling of the cross-factor. Targeted measurements devised to break down the energy cost in specific components, reveal (and quantify) that a substantial fraction of energy is consumed by the processing of packets throughout the protocol/implementation stack. Such cross-factor energy toll exhibits two notable features: (i) in some (common) radio settings, it may become the dominant source of energy consumption, and (ii) it is primarily associated to the frame processing itself, rather than to the amount of bytes handled. Interpreting such cost as proportional to the load seems thus intuitively appealing, and may work as long as the frame size is fixed, but is incorrect for the general case of variable frame sizes.

New energy model and relevant validation. We summarize our findings in a simple and convenient energy model which overcomes traditional models limited to NIC consumption of interface and devices.

We validate such new energy model with several experiments.

Practical implications. Focusing (for space reasons) on selected use-case examples, we show that some energy optimizations proposed in the past may yield fundamentally different conclusions when revisited with the awareness of our more realistic energy consumption findings. Of course, such conclusion may or may not apply on a case by case basis, but, on a more general line, our findings appear to raise the alert that there might be other cases where past conclusions should be reconsidered. Moreover, we discuss possible new means to take advantage of our findings for improved energy efficiency; we especially quantify, through software developed for measurement purposes, the savings introduced by two schemes that simplify the crossing of the protocol stack.

2. RELATED WORK

Energy consumption of devices. A number of previous works in the area analyze, like us, the consumption of the complete device, either a laptop or a mobile phone. Some of these works deal with specific issues, such as quantification of the consumption of components other than wireless interfaces (e.g., CPU, screen, memory), power consumption measurements via available APIs for estimating the battery discharge state, assessment of trade-off between CPU consumption due to data compression and wireless consumption due to data transmission, but do not tackle the per-frame energy consumption domain. Only briefly mentions that the energy consumption associated to packet processing might be non negligible, but does not provide any measurement or evidence. finds that message size can have a non-intuitive impact on the energy consumption, but their guess is either the existence of some power management threshold or a bug in the wireless firmware (indeed, energy bugs in mobile devices are a current concern). We distinguish from all these works in the fact that we perform a fine-grained per-packet energy consumption decomposition, versus their energy consumption analyses on a much coarser scale.

Energy consumption of interfaces. Unlike the previous papers, most characterizations of the wireless interface consumption are done on a per-packet basis. The seminal work of shows that transmission/reception of an 802.11 frame has a linear dependency on its length. This result is caused by the four different states a wireless NIC can be in, namely: sleep, idle, receiving and transmitting. also identifies a fixed cost per frame, caused by control frames (e.g., RTS/CTS). The results are extended in for different modulation and coding schemes and transmission power configurations, and a similar approach is followed in a recent work for the case of 802.11n. While in these cases the 802.11 interface is treated as a whole, distinguishes between the (approximately constant) Application-Specific Integrated Circuit (ASIC) consumption, and the Power Amplifier (PA) consumption occurring only outside idle periods. None of these works analyze the energy consumption of a frame as it is delivered to/from the NIC.

Energy consumption models. The (implicit or explicit) assumption of all previous energy consumption models is that the PA operations dominate the consumption of the whole device, which allows to model consumption with a finite number of states, e.g., {ac-
tive, idle} \{transmission, reception, idle\} \{15\,17\,40\}, and so on. More specifically, the common approach followed by all these papers (as well as that recently included in the NS3 network simulator \{41\}) is to model the NIC consumption using data sheet parameters \{13\}, and add to this a fixed amount to account for the non-wireless power consumption of the device. In \{30\}, the authors propose an extended model that accounts for the power conversion efficiency of the PA, but eventually the model suffers from the same limitations. As we will see in this paper, these energy consumption models fail to capture crucial aspects of how energy is consumed in real world devices, and therefore their use might bias conclusions.

Energy efficient mechanisms. Proposals for energy-efficient operation can be found at practically all layers of the 802.11 stack. Starting from the lowest layer, \{31\} precomputes the optimal rate-power configuration for each data frame. Several works aim at reducing the energy wastage in the WLAN by adapting the contention parameters \{12\,17\} or extending the backoff operation \{7\,23\}. The use of cooperative relaying for energy efficiency is analyzed in \{19\}. \{27\} exploits idle period predictions to switch from active to sleep states. Increasing the sleep state time is the main energy saving target in the standard Power Saving Mechanism (PSM) \{39\}, and in traffic management (and shaping) schemes such as NAPman \{34\}, or in infrastructure on demand schemes \{22\} devised to (de)activate Access Points based on client load. All these proposals are based either on (i) the energy consumption of the PA, which might be detailed but underestimates the consumption of the complete device, or on (ii) the coarse-grained estimated consumption of the complete device, which precludes a thorough understanding of the per-packet delivery implications.

3. METHODOLOGY TO MEASURE ENERGY

802.11 devices

For development convenience, most results have been obtained using a Soekris net4826-48 device, equipped with an Atheros AR5414-based 802.11a/b/g Mini-PCI card, and configured to use the 802.11a PHY. The hardware comprises a 233MHz AMD Geode SC1100 CPU, 2 Mini-PCI sockets, 128 MByte SDRAM and 256 MByte compact flash circuits for data storage, extended with a 2 GB USB drive. The OS is a Gentoo 10.0 Linux (kernel 2.6.24), and the driver is MadWifi v0.9.4.

Two additional platforms, employing different WLAN PHY and bands, and different hardware architectures, have been further used to verify the most crucial findings (e.g., Fig. 1), to remove the doubt that such findings could be biased by the specifically chosen reference device or WLAN band/card/PHY. These two additional platforms are: (i) an Alix2d2 device, equipped with a Broadcom BCM4319 802.11b/g Mini-PCI card, 500 MHz AMD Geode LX800, 256 MByte SDRAM, kernel 2.6.29, and (ii) a Linksys WRt54GL device, equipped with an integrated Broadcom BCM4320 802.11b/g chipset, 200MHz BCM5352 CPU, 16 MByte RAM, kernel 2.6.32.

To generate traffic, we used the mgen too\(^{1}\) to send UDP packets. Additional devices in monitor mode have been employed to sniff all traffic to confirm that all wireless activity was caused only by our experiments. To ensure that no packets were dropped at any layer of the protocol stack, which may bias the conclusions of the results, we checked that the information logged by the system at the different layers matched the actual wireless transmissions that we observed through the external sniffer.

Power-related issues

Power consumption was measured via a low-cost PCE PA-6000 power meter\(^{2}\), which provides instantaneous values of current voltage and power factor (among other parameters), at a sample rate above 3 sample/second. This instrument can be connected in series between an AC or DC power source and the device under study, without dismantling it, as for instance needed with some specialized equipments, which thus may restrict experimentation to, e.g., devices using card extenders.

For what concerns powering the devices while gathering measurements, we extensively tested two alternatives: via AC supply, and via DC supply. At last (discussion omitted for space reasons), we resorted to the second configuration, to prevent periodic AC power fluctuations from the wall switch which would have affected accuracy. The PCE PA-6000 power meter was thus powered with 6 AA batteries, and we employed a Protek 3033B device\(^{3}\) to power the wireless device.

3.1 Improving measurements accuracy

Power measurements were obtained by measuring the voltage \(v\) and the current \(i\), and taking the relevant product \(p = v\cdot i\). Reducing the native inaccuracies of the measurement instrument employed was a major practical challenge. Indeed, according to the vendors’ specification sheet, the PA-6000 provides a resolution of \(\Delta v = 0.1 \ V\) for the voltage and \(\Delta i = 0.01 \ A\) for the current. Considering a typical baseline power measurement for the considered device, these inaccuracies yield the following relative errors:

\[
\frac{v}{12.5}\pm 0.1 \ V \approx 12.5 \ V \pm 0.8\% \\
\frac{i}{0.20}\pm 0.01 \ A \approx 0.20 \ A \pm 5\% \\
\frac{p}{2.5}\pm 0.145 \ W \approx 2.5 \ W \pm 5.8\%
\]

where in the last power measurement expression we have made usage of the well known fact that the relative error for the product \(p = v\cdot i\) is approximated by the sum of the relative errors for \(v\) and \(i\)\(^{5}\).

Reducing uncertainty

In most of our experiments, an uncertainty in the order of more than 5% is too coarse, as it would undermine our ability to quantify small, but for our purposes extremely meaningful, trends (e.g., power consumption variations for an increased frame size). The methodology that we followed in order to improve this accuracy\(^{4}\) consists in using, instead of a single device, \(K\) devices in parallel running the same experiment (over different non-interfering wireless channels, \(\mathbb{K}\)\(^{6}\)http://www.industrial-needs.com/technical-data/power-analyser-PCE-PA-6000.htm\(\)\(^{7}\)http://www.protektest.com/ProdInfo.asp?prodId=3033B\(\)\(^{8}\)In our case, averaging \(N\) samples does not help to reduce uncertainty, which is determined by the “reading scale”. Indeed, the average would retain the same accuracy as the original samples\(^{38}\).

\(^{1}\)http://cs.itd.nrl.navy.mil/work/mgen/

\(^{2}\)http://www.industrial-needs.com/technical-data/power-analyser-PCE-PA-6000.htm

\(^{3}\)http://www.protektest.com/ProdInfo.asp?prodId=3033B

\(^{4}\)In our case, averaging \(N\) samples does not help to reduce uncertainty, which is determined by the “reading scale”. Indeed, the average would retain the same accuracy as the original samples.
of course). Thus, the instrument’s uncertainty on the current measurements, namely 0.01 A, now applies to the total current (as well as the total power, voltage being the same) drained by the $K$ (equivalent) devices, yielding a relative error reduction of a factor $K$. The power consumed by a single device is finally computed as $1/K$th of the total power, with the same (reduced) relative error (division by a constant does not affect the relative error).

Table 1 shows measurements taken over 30 seconds on $K = 1$ to 4 devices in parallel, for the case of devices without wireless interfaces, which is the configuration that consumes the least power and therefore has the largest relative errors. The table reports measured voltage $v$, total current $i_K$, total consumed power $p_K$ with associated uncertainty, and per-device consumed power $p_d$ with associated uncertainty. With $K = 4$, accuracy improves from about 6% of single device measurements to a more satisfactory 2%.

In the rest of the paper we use such a parallel device methodology in which each experiment is conducted with $K$ different devices of the same type (software and hardware) performing the same operations. Unless otherwise specified, we will use $K = 4$ for 802.11a and $K = 3$ for 802.11g.

As shown by the results of the next section, these $K$ values provide sufficient accuracy to analyze the behavior of the different energy components of 802.11 devices.

## 4. ENERGY CONSUMPTION ANATOMY

In order to characterize the power consumption of the 802.11 devices, we have conducted an in-depth experimental investigation of the considered 802.11 devices. For space reasons, all the measurements presented here are for the devices operating under the infrastructure mode; however, we verified that the devices show a very similar behavior when operating under the ad-hoc and monitor modes.

A pre-requisite for characterization of 802.11 devices consists in quantifying their “baseline” power consumption, i.e., when the devices neither send nor receive traffic. Table 2 reports measurements for the Soekris platform in three “baseline” configurations. Note that plugging the wireless card (“WiFi off”) increases consumption by 0.29 W (+12.6%), whereas loading the driver and associating to an AP (“Idle”) further increases the consumption by 0.98 W, indeed an extra 25% increment. The power consumed in the “Idle” state, named $p_{id}$, will be used as baseline reference in what follows.

### 4.1 Understanding transmission costs

Results in this section aim at characterizing the energy cost of transmissions, and providing our best effort to accurately explain and justify the relevant findings. For this reason, in the remainder of this section, results are obtained for unicast unacknowledged frames, so as to avoid biasing results with the cost of ACK reception (separately quantified later on). ACKs have been disabled by setting the noack-policy bit of the WMM parameters for the Access Point parameter set: this introduces an Information Element in beacon frames that prevents associated stations from replying with ACKs (confirmed by sniffed traces). Unless otherwise specified, each result is obtained by measuring the power consumption over a 20 seconds experiment.

#### Transmission power consumption patterns

A large number of total device power consumption measurements have been carried out, spanning several combinations of four quantities/parameters: (i) frame size $L$ in the range 100 to 1500 bytes, (ii) modulation and coding schemes (MCS ∈ {6, 12, 24, 48} Mbps), (iii) configured transmission power $P_{tx}$ (dBm), and (iv) frame generation rate $\lambda_g$, up to 2000 frames per second (fps).

It turns out that the most insightful way to represent such results is via $power/airtime$ plots, shown in Fig. 1. Since these results appear crucial, we repeated them for all the three platforms (Soekris in Fig. 1-a, Alix in Fig. 1-b, and Linksys in Fig. 1-c), adapting when needed the parameters (for instance, the very cheap Linksys device cannot sustain a load greater than about a thousand fps). Such plots report the average power consumed by the whole device, versus the percentage $\tau_{tx}$ of channel airtime, computed as

$$\tau_{tx} = \lambda_g T_L,$$

where $\lambda_g$ is the frame generation rate, and $T_L = T_{P_{LCP}} + (H + L)/MCS$ is the time required to transmit a frame of size $L$ using the modulation and coding scheme MCS, duly accounting for the Physical Layer Convergence Protocol preamble $T_{P_{LCP}}$, and the MAC overhead $H$ (MAC header plus FCS). For reference purposes, the plots also report the baseline power consumption $p_{id}$ when the target device is in “Idle” state.

Besides the quantitative differences among the considered platforms, these plots provide compelling evidence that the total device power consumption, denoted $P$, appears articulated into three main components

$$P = p_{id} + P_{tx} + P_{\phi}(\lambda_g),$$

We have selected four values within the range of allowed transmission power values, which goes from 5 to 15 dBm.

The values shown in the figures are the result of applying a simple linear regression to the measurements and computing their standard asymptotic error.

The good match between the experimental figures and equation (2) is confirmed in Fig. 1, in which the values predicted by the equation are plotted using lines.
Soekris platform (results are qualitatively analogous for the other two platforms). The plot clearly shows that $P_{xg}(\lambda_g)$ is proportional to the frame generation rate $\lambda_g$, whereas it is practically independent of the frame size or the radio settings.

Thus, if we denote with $\gamma_{xg} = P_{xg}(\lambda_g)/\lambda_g$ the proportionality constant, it appears that $\gamma_{xg}$ is the energy toll associated to the processing of each individual frame, irrespective of its size or radio transmission parameters. Note that this energy toll is not associated to protocol operations such as RTS/CTS or ACKs, indeed disabled in such experiments.

**Cross-factor**

To grasp deeper insights on the reasons behind such a per-frame energy toll $\gamma_{xg}$, (named cross-factor, for reasons that will become clear throughout this section), we have engineered tailored measurements on the Soekris platform, devised to quantify how this energy toll splits across the frame processing chain along the protocol-implementation stack (roughly) depicted in Fig. 3.

Specifically, we have run three sets of experiments, where we discard packets at a given level of the stack and we measure the relevant power consumed up to that level:

- **App.** - packets are regularly generated by mgen, but are discarded before being delivered to the OS, i.e., at the mark (a) in Fig. 3, by sending them to the “sink device” (/dev/null);
- **TCP/IP** - packets are discarded at the bottom of the TCP/IP stack (mark (b) in Fig. 3), by deactivating the ARP lookup function, so that the device cannot retrieve the MAC destination from the ARP cache and therefore must drop the frame;
- **Driver** - packets are discarded after the MadWiFi driver’s processing (mark (c) in Fig. 3), by commenting the hardstart command which performs the actual delivery of the frame to the NIC.

**Per-frame processing toll**

To more closely investigate the nature of such emerging power consumption offset $P_{xg}(\lambda_g)$, Fig. 2 plots its value obtained from several measurements taken for different configuration of the NIC parameters (MCS, txpower) over the Soekris platform (results are qualitatively analogous for the

$\rho_{id}$, the (platform-specific) baseline power consumption;

- The second component, $P_{tx}$, is the classical one in traditional energy consumption models, which linearly grows with the airtime percentage $\tau_{tx}$, i.e., $P_{tx} = \rho_{tx}\tau_{tx}$. The slope $\rho_{tx}$ depends on the target platform and on the radio transmission parameters MCS and txpower: the greater the MCS and/or the txpower, the greater the slope;

- The third component, $P_{xg}(\lambda_g)$, accounts for the fact that the above linear trend does not start from the baseline power consumption level $\rho_{id}$, but rather starts from a relatively large positive offset (e.g., in the Soekris case, $+12\%$ and $+35\%$ increment over the baseline level $\rho_{id}$ for 400 and 1200 fps, respectively); offset which is not accounted by classical energy models [7][11][12][15][17][23][30][40]. Moreover, Fig. 1 suggests that such component depends only on the frame generation rate $\lambda_g$.

\[ P_{xg}(\lambda_g) = \text{offset} + \rho_{id} + \rho_{tx}\lambda_g + \rho_{xg}(\lambda_g) \]

**Figure 1:** Total power consumed by (unacknowledged) transmissions vs. airtime percentage $\tau_{tx}$.

**Figure 2:** Relation between $P_{xg}(\lambda_g)$ and $\lambda_g$.

**Figure 3:** Interfaces and modules crossed during transmission.
Representative measurements (energy per frame) are shown in Fig. 4 along with the total energy consumption per properly transmitted frame (‘Total’) and the values predicted by applying equation 2 (‘Model’).

The figure clearly shows that the energy toll due to frame processing is practically independent of the frame generation rate and the frame size. Moreover, it shows that the energy consumed while crossing the host device stack (i.e., up to the driver included) is substantial, around 0.75 mJ per frame, and may become the major energy cost in several scenarios (e.g., short packets and/or large MCS - in essence short airtime).

Finally, even if direct measurements were not technically attainable below the driver level, Fig. 4 permits to determine that a further constant per-frame energy drain occurs at the driver-to-NIC interface level and/or below. Its quantification may be estimated by analyzing the energy consumed with very short packets and large MCS, being wireless transmission cost marginal in this case (very small airtime). Summarizing, for a Soekris device, the cross-factor coefficient amounts to about 0.93 mJ. Such per-frame processing cost appears to roughly split as follows: 24% application; 33% TCP/IP stack, 21% driver, and 22% NIC.

The above results clearly show that the energy toll is caused by the frame processing at the different layers of the protocol stack, which depends on the operating system implementation. To gain insight into the impact of the OS on the cross-factor, we evaluated the energy consumption of Soekris devices running OpenBSD. The measurements obtained confirm that the qualitative behavior with OpenBSD is the same as with Linux, and show that the cross-factor is of the same order for both operating systems (1.27 mJ for OpenBSD and 0.93 mJ for Linux).

A key result from the above is that the energy toll is independent of the frame size. To better understand the reasons for this, we conducted some tailored experiments with applications that perform memory and CPU operations with data elements of different sizes, and observed that the resulting energy consumption is largely independent of the size of the data elements involved. This explains why the energy consumed in crossing the stack, which involves similar types of operations, is agnostic of the frame size.

Retransmissions

Intuitively, retransmissions at the MAC layer, e.g. after a failed transmission, should not be affected by the cross-factor toll. This can be verified by provisionally assuming that this is the case, i.e., modeling retransmission cost as purely due to the over the air transmission cost component, and then checking whether the resulting model matches experimental measurements.

Along this line, let \( P_{\text{retx}} \) be the power drained by retransmissions, and assume that

\[
R_{\text{retx}} = R \cdot \rho_{\text{tx}} \tau_{\text{tx}} = R \cdot \rho_{\text{tx}} \lambda_{\text{time}}.
\]

where \( R \) is the number of retransmissions. Then, the total power consumed by packets retransmitted \( R \) times is readily obtained as the baseline component \( \rho_{\text{td}} \) plus:

\[
P_{\text{txg}}(\lambda_{\text{g}}) + P_{\text{tx}} + P_{\text{retx}},
\]

where the first addendum is the per-frame processing toll (paid once), the second addendum is the power consumed by the very first transmission, and the last addendum is the extra retransmission cost as per (3). Fig. 5 compares the modeling prediction with the power (additional to the baseline component \( \rho_{\text{td}} \)) consumed by a device configured to send 1400 B UDP frames generated at a rate of 80 fps to fake addresses (to prevent the reception of ACKs). The number of allotted retransmissions \( R \) (configured via the ah_setupTxDesc driver’s descriptor) was varied from 0 to 5, and, for simplicity (i.e., to avoid the need to non trivially configure the driver so as to prevent MCS downgrade in front of persistent losses), frames were transmitted over the wireless channel using the 6 Mbps basic MCS. As shown in Fig. 5 theoretical results tightly match the experimental measurements, thus confirming that the cross-factor has (if any) negligible impact on retransmission.

4.2 Reception power consumption analysis

The analysis of the power consumption of the device while receiving frames is somewhat dual to that carried out in depth for the previous transmission case, hence may be dealt with much faster. We use the same configurations of MCS and txpower as in Section 4.1 (ACK disabled as well), with different combinations of the frame length \( L \) and frame reception rate \( \lambda_{\text{r}} \). The resulting power/airtime plot is shown
in Fig. 6 (Soekris device), airtime now given by \( \tau_{tx} = \lambda_r T_L \). The \( txpower \) parameter is not shown, as it does not affect the power consumption (as indeed well known from [14]).

Fig. 6 exhibits the same qualitative pattern found in the transmission scenario. The increment of the power consumption over \( \rho_d \) is composed of two components: a first one linear with the airtime and accounting for the power required to receive frames, \( P_{rx} \) (indeed in line with traditional energy models), and a second one proportional to the number of frames received and accounting for the cross-factor energy toll, \( P_{xr}(\lambda_r) \). The total power consumption at the receiving side is thus:

\[
P = \rho_d + P_{rx} + P_{sx}(\lambda_r) = \rho_d + \rho_r \tau_{rx} + \lambda_r \gamma_{xr}, \quad (5)
\]

where \( \gamma_{xr} \) is the cross-factor in reception, i.e., the per-packet processing toll to deliver the received frame across the protocol stack, and \( \rho_r \tau_{rx} \) is the traditional reception cost proportional to the airtime. Again, Fig. 6 confirms that results from the above equation (lines) closely match the experimental measurements (symbols).

4.3 Characterization of additional aspects

To complete our anatomy, it remains to characterize the additional power consumed for sending/receiving acknowledgments (both the previous sections have considered unacknowledged operation), and the power consumption experienced while overhearing a collision.

ACKs and other control frames

Since ACK frames, like retransmissions, do not have to cross the stack but are internally generated by the NIC, we assume that their power consumption can be characterized by just the cost of the relevant ACK transmission or reception. Under such assumption, the power consumed for replying with ACKs to received frames (arriving at rate \( \lambda_r \)) is trivially given by

\[
P_{tx, Ack} = \rho_t \lambda_r T_{Ack}, \quad (6)
\]

where \( T_{Ack} = T_{PLCP} + ACK/MCS_C \) is the time required to transmit an ACK frame, i.e., a PLCP preamble plus the 14B ACK frame transmitted at the modulation and coding scheme \( MCS_C \) configured for control traffic. Similarly, the power consumed to receive an ACK is readily computed as

\[
P_{rx, Ack} = \rho_r \lambda_g T_{Ack}. \quad (7)
\]

For space reasons, we show in Fig. 7 the experimental validation for the ACK transmission case, only. Such experimental results, obtained with \( \lambda_r = 1000 \text{ fps} \), confirm that the measurements match the results predicted by the model, which includes the energy consumed by the reception of frames \( (P_{rx} + P_{sr}) \) and the transmission of the ACKs \( (P_{tx, Ack}) \).

We also verified that other control frames that do not cross the stack, such the RTS and CTS frames, show the same behavior and their consumption is given by the cost of the corresponding transmission or reception only (results are not shown for space reasons).

Collisions and other transmissions

At last, we analyze the impact on the energy consumption in reception when the medium is occupied by collisions or by transmissions addressed to another device (i.e., sent to another MAC address).

To analyze the energy consumed by collisions, we configured a communication between two nodes and set up another node to act as interferer. This interferer was implemented by setting the carrier sense threshold at the highest value, which practically results in no carrier sensing, and using the lowest values for the \( CW, SIFS \) and \( MCS \) parameters while deactivating the use of ACKs. In order to control the amount of time the interferer was sending data (i.e., the ‘interference rate’), we used the \textit{quiet element} option to silence the interface for a given amount of time every beacon period. Prior to our measurements, we performed extensive tests using different configurations of the \( txpower \) parameter and varying the relative physical location of the devices, to have a configuration in which simultaneous transmissions resulted in all frames being lost (i.e., no capture effect).

We present in Table 3 the main results from our analysis, namely, (i) power consumed in reception depends exclusively on the traffic actually received (see, e.g., when the interference rate goes from 0% to 50%), and (ii) collisions have the same impact as an idle medium (e.g., the cases with 100% interference rate coincides with \( \rho_d \)). Based on this, we conclude that collisions have no practical impact on the energy consumption at the receiver (for the transmitter, they have already been modeled in our analysis of retransmissions).
Table 3: Impact of collisions on reception.

<table>
<thead>
<tr>
<th>Sent Rate</th>
<th>Received Rate</th>
<th>Model</th>
<th>Meas.</th>
<th>Int. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2 Mbps</td>
<td>0%</td>
<td>1.2 Mbps</td>
<td>3.67</td>
<td>3.68</td>
</tr>
<tr>
<td>2.4 Mbps</td>
<td>50%</td>
<td>1.2 Mbps</td>
<td>3.67</td>
<td>3.68</td>
</tr>
<tr>
<td>2.4 Mbps</td>
<td>100%</td>
<td>0 Mbps</td>
<td>3.56</td>
<td>3.56</td>
</tr>
<tr>
<td>2.4 Mbps</td>
<td>0%</td>
<td>2.4 Mbps</td>
<td>3.80</td>
<td>3.81</td>
</tr>
<tr>
<td>4.8 Mbps</td>
<td>50%</td>
<td>2.4 Mbps</td>
<td>3.80</td>
<td>3.81</td>
</tr>
<tr>
<td>4.8 Mbps</td>
<td>100%</td>
<td>0 Mbps</td>
<td>3.56</td>
<td>3.56</td>
</tr>
</tbody>
</table>

To analyze the impact of the transmissions addressed to another station, we configured a communication between two nodes and measured the energy consumption at a third node that was in the transmission range of this communication. We observed that the energy consumed by this node was the same as if the medium was idle, which confirms that transmissions addressed to other stations practically do not consume energy. This is in agreement with our previous results: according to [4], the energy cost of listening to the PLCP plus headers is only 38 µJ/frame (for 6 Mbps MCS), which has practically no impact on the overall consumption.

5. ENERGY CONSUMPTION MODEL

The complete model

Based on the results obtained in the previous section, we now build the complete model for the power consumed by an 802.11 device. Summarizing our findings of [1–7], we have that the power consumed by an 802.11 device consists of the following components: (i) the idle consumption, \( P_{id} \), (ii) the cross-factor for the packets generated by the application, \( P_{g} \), (iii) the power required to transmit them, \( P_{tx} \), (iv) the power consumed in retransmissions, \( P_{retx} \), (v) the power spent in receiving frames, \( P_{rx} \), (vi) the cross-factor for the received frames, \( P_{rx} \), and (vii) the power spent on sending and receiving ACK frames, \( P_{tx,Ack} \) and \( P_{rx,Ack} \):

\[
P = P_{id} + P_{tx} + P_{g} + P_{retx} + P_{rx} + P_{tx,Ack} + P_{rx,Ack}.
\]

By substituting the expressions obtained in the previous section for all the above components and regrouping the terms, we obtain:

\[
P = P_{id} + \rho_{id}\frac{\lambda_{g} T_{L} + \lambda_{g} T_{L} R + \lambda_{r} T_{A,ack}}{T} + \rho_{x}\frac{\lambda_{r} T_{L} + \lambda_{g} T_{A,ack}}{T} + \gamma_{g} \lambda_{g} + \gamma_{r} \lambda_{r}.
\]

By taking into account that \( \lambda_{g} T_{L} + \lambda_{r} T_{L} R + \lambda_{r} T_{A,ack} \) corresponds to the transmission airtime percentage \( \tau_{tx} \), and \( \lambda_{g} T_{L} + \lambda_{r} T_{A,ack} \) to reception airtime percentage \( \tau_{rx} \), the above equation can be rewritten as:

\[
P = P_{id} + \rho_{tx} \tau_{tx} + \rho_{rx} \tau_{rx} + \gamma_{g} \lambda_{g} + \gamma_{r} \lambda_{r}.
\]

The above expression gives the model for the power consumption of an 802.11 device that we propose in this paper. As already mentioned in the previous section, the key difference between the above model and the ‘traditional’ one used in many previous works is that the traditional model only includes the first three components (namely \( P_{id}, P_{tx}, \tau_{tx} \)) while our model adds to these three components two additional ones \( \gamma_{g} \lambda_{g}, \gamma_{r} \lambda_{r} \). As shown by our measurements, these two additional components account for a very significant portion of the power consumption, which renders the traditional model highly inaccurate.

Out of the 9 variables in (10), 5 are constant parameters that depend on the device and the configuration of its communication parameters \( (\rho_{id}, \rho_{tx}, \rho_{rx}, \gamma_{g}, \gamma_{r}) \), while the other 4 parameters are variables that depend on the number of stations in the WLAN and their traffic generation behavior \( (\tau_{tx}, \tau_{rx}, \lambda_{g}, \lambda_{r}) \). In the following, we characterize the 5 constant parameters that determine the power consumption of the considered 802.11 devices for different values of MCS and \( txpower \). To obtain these parameters, we use the expressions for the simple linear regression and the standard asymptotic error [26]. Following this, we obtain the numerical values given in Tables 4 and 5 for the parameters that characterize the energy consumption of the Soekris, the Linksys and the Alix devices, respectively.

Model Validation

To validate our model in a general scenario with multiple sending and receiving stations, we consider a WLAN with one AP and three stations. Each station generates unicast traffic to the AP at a rate \( G \), while the AP sends unicast traffic at the same rate \( G \) to each station. To apply the model of (10), we need to obtain the parameters \( \tau_{tx}, \tau_{rx}, \lambda_{g}, \lambda_{r} \). These can be obtained from typical statistics recorded by the wireless driver, namely, number of generated frames \( (N_{g}) \), successful frames \( (N_{tx}) \), transmissions attempts \( (N_{t}) \), and received frames \( (N_{rx}) \). With these, if the experiment is run for a duration of \( T \), \( \lambda_{g} \) and \( \lambda_{r} \) are computed as

\[
\lambda_{g} = \frac{N_{g}}{T}, \quad \lambda_{r} = \frac{N_{tx}}{T}.
\]

To compute \( \tau_{tx} \) we account for all transmission attempts of the device plus the time spent sending the Acks, i.e.,

\[
\tau_{tx} = \frac{N_{tx} T_{L} + N_{tx} T_{A,ack}}{T}.
\]

Similarly, to compute \( \tau_{rx} \) we need to take into account the frames and the Acks received,

\[
\tau_{rx} = \frac{N_{rx} T_{L} + N_{rx} T_{A,ack}}{T}.
\]

We compare the results given by our model against those obtained from measurements. Fig. 8 depicts these results for various combinations of \( L \) and MCS, sweeping along different traffic generation rates \( G \) in the x axis. We conclude from the figure that the proposed model is able to accurately predict the power consumption in a general scenario.
6. IMPLICATIONS ON DESIGN

The new energy consumption insight gathered in this paper may have significant implications on the design of energy-efficient mechanisms. On the one hand, existing schemes may need to be revisited so as to properly account for the impact of the cross-factor component. Indeed, according to traditional power consumption models (i.e., only baseline component plus a toll proportional to the airtime), mechanisms yielding shorter airtimes would surely bring about energy gains. With the cross factor, this might not be anymore the case, when the power savings attained at the radio interface are paid with an increased frame handling and its associated (non marginal) power consumption. On the other hand, the gained knowledge that a frame crossing the stack brings about a fixed penalty unrelated to the frame size may be exploited to devise techniques to avoid or reduce such energy toll.

In the following, with no pretense of completeness, we present quantitative examples that show how our new insights may affect existing energy efficient mechanisms as well as inspire novel approaches.

6.1 Reconsidering existing schemes

Packet relaying

Packet relaying in WLANs is commonly used to improve performance [6] and energy efficiency [19]. The rationale is that the use of a relay permits shorter transmission times, which compensate the impact of the extra number of hops, introducing a net gain. However, classical energy-efficiency analyses do not balance the airtime energy saving with the energy drain introduced by the additional frame processing, a penalty which may fundamentally affect the relevant conclusions.

To quantitatively support this claim, we deployed a two-hop scenario comprising three nodes (sender, relay and receiver), and compared the power consumption in two different configurations (MCS chosen as in [6]: (i) traffic directly sent to the receiver (1-hop, at 6 Mbps), and (ii) relay node used (2-hops, both at 48 Mbps). Traffic is generated at a rate of $\lambda_g = 400$ fps with different frame sizes $L$, and packet forwarding in the relay is performed at the routing layer. In both configurations, the relay node is always active.

Three types of results are shown in Fig. 6: (i) experimental measurements, (ii) theoretical predictions using a traditional model that neglects the impact of crossing the protocol stack (‘old’), and (iii) predictions using the model presented in this paper (‘new’), with a cross-factor of 0.8 mJ at the relay to capture the cost of forwarding a packet at the routing layer.

Not (anymore) surprisingly, results for the two models are qualitatively different. According to the traditional model, packet relaying always provides a gain, since the energy consumption of the 2-hops case is always smaller than that of the 1-hop case. In contrast, according to the actual measurements and our model, we only gain from using the relay when packets are sufficiently long (i.e., when the airtime cost becomes dominant over the cross-factor penalty).

Multicasting in WLAN

In order to multicast a packet stream from an AP to $N$ stations in a WLAN, two alternatives are possible: (i) an application layer multicast (ALM) service [20], and (ii) the

Table 4: Parametrization of the power consumption model for the Soekris device.

<table>
<thead>
<tr>
<th>MCS</th>
<th>6 Mbps</th>
<th>12 Mbps</th>
<th>24 Mbps</th>
<th>48 Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{tx}$ (W)</td>
<td>0.16 ± 0.8%</td>
<td>0.27 ± 5.6%</td>
<td>0.6 ± 1.1%</td>
<td>1.14 ± 3.5%</td>
</tr>
<tr>
<td>$\rho_{tx}$ (W)</td>
<td>6 dBm</td>
<td>0.52 ± 3.1%</td>
<td>0.55 ± 4.6%</td>
<td>0.81 ± 5.3%</td>
</tr>
<tr>
<td></td>
<td>9 dBm</td>
<td>0.57 ± 2.1%</td>
<td>0.59 ± 1.8%</td>
<td>0.88 ± 2.3%</td>
</tr>
<tr>
<td></td>
<td>12 dBm</td>
<td>0.70 ± 1.7%</td>
<td>0.73 ± 2.2%</td>
<td>1.02 ± 2.8%</td>
</tr>
<tr>
<td></td>
<td>15 dBm</td>
<td>0.86 ± 2.2%</td>
<td>0.89 ± 2.3%</td>
<td>1.17 ± 2.5%</td>
</tr>
<tr>
<td>$\rho_{rd}$ (W)</td>
<td>3.56 ± 1.7%</td>
<td>γ tx (mJ)</td>
<td>0.93 ± 1.2%</td>
<td>γ tx (mJ)</td>
</tr>
</tbody>
</table>

Table 5: Parametrization of the power consumption model for the Linksys device.

<table>
<thead>
<tr>
<th>MCS</th>
<th>6 Mbps</th>
<th>12 Mbps</th>
<th>24 Mbps</th>
<th>48 Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{tx}$ (W)</td>
<td>0.19 ± 3.3%</td>
<td>0.29 ± 3.4%</td>
<td>0.53 ± 2.3%</td>
<td>0.74 ± 4.4%</td>
</tr>
<tr>
<td>$\rho_{tx}$ (W)</td>
<td>6 dBm</td>
<td>0.70 ± 1.1%</td>
<td>0.72 ± 2.2%</td>
<td>0.75 ± 2.0%</td>
</tr>
<tr>
<td></td>
<td>9 dBm</td>
<td>0.77 ± 1.4%</td>
<td>0.81 ± 2.6%</td>
<td>0.84 ± 2.3%</td>
</tr>
<tr>
<td></td>
<td>12 dBm</td>
<td>0.84 ± 1.2%</td>
<td>0.85 ± 1.5%</td>
<td>0.92 ± 2.4%</td>
</tr>
<tr>
<td></td>
<td>15 dBm</td>
<td>0.97 ± 0.9%</td>
<td>1.0 ± 1.5%</td>
<td>1.04 ± 2.1%</td>
</tr>
<tr>
<td>$\rho_{rd}$ (W)</td>
<td>2.73 ± 0.4%</td>
<td>γ tx (mJ)</td>
<td>0.46 ± 3.3%</td>
<td>γ tx (mJ)</td>
</tr>
</tbody>
</table>

Table 6: Parametrization of the power consumption model for the Alix device.

<table>
<thead>
<tr>
<th>MCS</th>
<th>6 Mbps</th>
<th>12 Mbps</th>
<th>24 Mbps</th>
<th>48 Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{tx}$ (W)</td>
<td>0.24 ± 4.2%</td>
<td>0.27 ± 3.7%</td>
<td>0.31 ± 6.4%</td>
<td>0.44 ± 6.8%</td>
</tr>
<tr>
<td>$\rho_{tx}$ (W)</td>
<td>6 dBm</td>
<td>0.27 ± 3.4%</td>
<td>0.33 ± 9.1%</td>
<td>0.38 ± 11.4%</td>
</tr>
<tr>
<td></td>
<td>9 dBm</td>
<td>0.30 ± 6.7%</td>
<td>0.35 ± 8.6%</td>
<td>0.36 ± 11.9%</td>
</tr>
<tr>
<td></td>
<td>12 dBm</td>
<td>0.35 ± 5.7%</td>
<td>0.38 ± 7.9%</td>
<td>0.39 ± 7.7%</td>
</tr>
<tr>
<td></td>
<td>15 dBm</td>
<td>0.4 ± 7.5%</td>
<td>0.44 ± 6.8%</td>
<td>0.45 ± 8.9%</td>
</tr>
<tr>
<td>$\rho_{rd}$ (W)</td>
<td>3.68 ± 0.5%</td>
<td>γ tx (mJ)</td>
<td>0.11 ± 7.6%</td>
<td>γ tx (mJ)</td>
</tr>
</tbody>
</table>
Direct Multicast Service (DMS), part of the 802.11aa standard. In the first case, the application generates each frame for each destination; in the second case, the MAC layer takes care of replicating the frame for each station subscribed to the multicast group.

Both approaches generate the same traffic over the air. Thus, according to the traditional model they should consume the same energy, whereas we expect DMS to be significantly more energy efficient, since less frames cross the protocol stack.

Indeed, we have experimentally verified this claim by deploying both techniques in a WLAN testbed, and by measuring the relevant power consumption of the AP. The experimental settings are: $MCS = 48$ Mbps, $L = 1000$ B, $\lambda_i = 200$ fps and a varying number of stations $N$. Fig. 9b shows that measurements well match the model predictions.

More interestingly, results show that DMS can save up to 25% (1.5 W) of the total power consumption (i.e., as much as 60% of the consumption over the baseline energy cost $\rho_{al}$) with respect to ALM for $N = 10$.

**Data compression in multi-hop networks**

In wireless multi-hop networks, data compression at intermediary nodes has been proposed to reduce the information relayed to the next hop. According to traditional energy models, this operation surely saves energy, whereas our new energy consumption insights suggest that this may not be always true.

To analyze this, we used a three-node testbed consisting of a source, a sink and a relay, all using $MCS = 48$ Mbps. The source node generates 500-byte packets at 1200 fps and sends them to the relay. The relay runs an application that receives these packets, and emulates compression by forwarding 1 frame for every $m$ frames received. Thus, our experiments do not capture the processing toll of the compression, and hence results reflect the best possible case for the performance of this compression scheme.

Fig. 9c shows total power consumption results (experimental ones, as well as predictions from old and new energy models), for different values of the compression ratio $m$, when data is compressed (and forwarded) at the application layer. These results are compared against the case where data is not compressed at the relay node but simply forwarded towards the sink at the routing layer.

As anticipated, the old model (top curve) predicts that compression is always advantageous. However, experimental results, matched by the new model predictions (bottom curve) show that data compression does not provide any gain in terms of energy consumption, not even for compression rates as high as 10. The reason is that the energy gain resulting from the data compression is outweighed by the extra cost of handling the packets at the application layer (cross-factor of 0.93 mJ for sending and 0.93 mJ for receiving) instead of the routing layer (cross-factor of 0.8 mJ for forwarding). This example thus shows that mechanisms devised on the basis of traditional energy models may not only fail to provide the expected energy gains but may even worsen the actual energy consumption.

### 6.2 Novel ways to tackle energy efficiency

**Packet Batching**

As emerged in our work, energy consumption across the protocol stack relates to the handling of frame units, and is practically independent of the frame size. This suggests a straightforward energy saving strategy: *batch packets* into bundles at the highest suitable layer for a considered scenario, deliver the bundle across the stack, thus paying the energy price associated to a single unit, and then restore the original frames as late as possible down the stack. Unlike previous aggregation schemes for wireless networks, this mechanism (i) does not change the packets that are actually sent, but only modifies the way they are handled *within* the device, and (ii) does not save energy by reducing the cumulative *tail energy* consumed as a result of lingering in high power states after completing a transmission.

We quantified the attainable energy savings by implementing the scheme depicted in Fig. 10, which consists of (i) an “aggregator” at the application layer, which waits for $n$ packets to generate a bundle and pass it to the TCP/IP stack, and (ii) a “de-aggregator” at the wireless driver, which splits the bundle back into the original frames. Experimental measurements are reported in Fig. 11 for 100 bytes packets, bundled up to an “aggregation factor” $n = 10$, and for various (application layer) frame generation rates $\lambda_i$. Frames are transmitted over the wireless channel at $MCS = 48$ Mbps.
7. CONCLUSIONS

In this paper, we have conducted a thorough measurement analysis of the power consumption of 802.11 devices that, in contrast to previous works, provides a detailed anatomy of the per-packet consumption and characterizes the total consumption of the device, and not only of its wireless interface. Our analysis is, to the best of our knowledge, the first one to reveal that a substantial fraction of energy is consumed when packets cross the protocols stack (the cross-factor). While other platforms than the ones analyzed (like e.g., mobile devices) may present quantitatively different results, our analysis shows that the cross-factor is likely to be substantial and cannot be neglected. Based on our findings, we have proposed a convenient energy consumption model that accurately predicts the power consumption of WLAN devices. We have shown that some schemes targeting energy efficiency may not provide the expected gains, and even worsen performance, when the cross-factor is taken into account. We have further shown some illustrative examples where the understanding gained with our analysis can be used to devise novel algorithms that save energy by reducing the cross factor, either by bundling packets, skipping parts of the protocol stack, or operating at the MAC layer. The lessons learned from these experiments provide some guidelines for applications developers pursuing energy-efficient operation in WLANs.
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