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ABSTRACT
Multipath TCP (MPTCP) allows the concurrent use of mul-

tiple paths between two end points, and as such holds great

promise for improving application performance. However,

in this paper, we report a newly discovered class of attacks

on MPTCP that may jeopardize and hamper its wide-scale

adoption. The attacks stem from the interdependence be-

tween the multiple subflows in an MPTCP connection. MPTCP

congestion control algorithms are designed to achieve re-

source pooling and fairness with single-path TCP users at

shared bottlenecks. Therefore, multiple MPTCP subflows

are inherently coupled with each other, resulting in potential

side-channels that can be exploited to infer cross-path prop-

erties. In particular, an ISP monitoring one or more paths

used by an MPTCP connection can infer sensitive and pro-

prietary information (e.g., level of network congestion, end-

to-end TCP throughput, packet loss, network delay) about its

competitors. Since the side-channel information enabled by

the coupling among the subflows in an MPTCP connection

results directly from the design goals of MPTCP conges-

tion control algorithms, it is not obvious how to circumvent

this attack easily. We believe our findings provide insights

that can be used to guide future security-related research on

MPTCP and other similar multipath extensions.

Categories and Subject Descriptors
C.2.5 [Computer-Communication Networks]: Lo-
cal and Wide-Area Networks—Internet (e.g., TCP/IP)
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1. INTRODUCTION
Multipath TCP (MPTCP) enables two endpoints to

simultaneously use multiple paths available between them.
This new capability can improve application performance,
especially considering mobile devices are increasingly
becoming multihomed (e.g., cellular, Wi-Fi). This fea-
ture has consequently sparked a lot of interest and ex-
citement both in industry [6, 13] and academia [14, 12,
9, 10]. Recently, researchers have proposed numerous
theoretical frameworks and solutions to better under-
stand and take advantage of this new capability while
satisfying MPTCP’s requirements. MPTCP has three
main design objectives [6]:

1. Improve throughput: It should give a throughput
that is at least as high as that of a single-path
TCP connection on the best available path. The
goal of this objective is to incentivize MPTCP de-
ployment.

2. Do no harm: It should not take up more capacity
on its different paths than if it were a single-path
TCP connection using only one of these paths.
This is to ensure that MPTCP will not degrade
the performance of applications that use single-
path TCP at shared bottlenecks.

3. Balance congestion: It should move traffic off from
the congested paths, subject to satisfying the first
two objectives. The purpose of this design objec-
tive is to achieve resource pooling, i.e., MPCTP
connections should send more traffic on lesser con-
gested paths to alleviate overall congestion in the
network.

Recent research efforts [14, 9, 10] have focused on de-
signing and improving congestion controllers to effec-
tively satisfy these design goals. However, these design
goals create a tight coupling between multiple MPTCP
subflows that can be exploited as side-channels to launch
a new class of attacks.

In this paper, we present a new class of attacks on
MPTCP, that we call cross-path attacks. These attacks
enable a party monitoring one (or more) paths used by
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Figure 1: A scenario illustrating competing
single-path TCP (SPTCP) and MPTCP connec-
tions

MPTCP subflow(s) to infer properties of other paths.
In particular, such attacks can allow ISPs to infer sen-
sitive and proprietary information (e.g., level of conges-
tion, throughput, packet loss, round trip time) about
their competitors [4]. For the scenario illustrated in
Figure 1, the coupling among MPTCP subflows 1 and
2 can enable ISP X to infer cross-path network perfor-
mance metrics for ISP Y (i.e., properties of single-path
TCP flows traversing ISP Y), and vice-versa. To the
best of the authors’ knowledge, we are the first to de-
scribe this new type of attack. Cross-path attacks were
not possible in regular TCP: although an on-path at-
tacker could eavesdrop and launch session hijacking or
man-in-the-middle attacks, an off-path attacker could
not directly infer any property about the connection in
regular TCP.
Using a testbed of Linux nodes supporting the MPTCP

Linked-Increases Algorithm (LIA) congestion controller [11],
standardized by the IETF, we empirically demonstrate
the feasibility of such attacks. Our experiments show
that an attacker can infer the throughput that a single
path TCP will obtain in other networks, with up to 90%
accuracy in a measurement interval of less than 8 min-
utes, 3 minutes, and 8 minutes respectively for links
with the characteristics of wired, Wi-Fi, and cellular
networks.
We highlight that this class of attacks is not specific

to a particular congestion control algorithm (e.g., LIA
[11]), but derives from the design goals of MPTCP, and
as such applies to all congestion control algorithms de-
signed to satisfy them, including more recent propos-
als [9, 10]. Also, interestingly, recent congestion con-
trol proposals developed to more effectively satisfy the
MPTCP design objectives work in favor of attackers,
allowing them to more quickly and accurately infer the

Client  Server 

IPC1 IPC2 IPS 

Initial connection setup (subflow 1) 

Additional subflow setup (subflow 2) 

Figure 2: An example MPTCP usage scenario

throughput of other paths. For example, with the new
Opportunistic Linked-Increases Algorithm (OLIA) con-
gestion control algorithm [9], an attacker can conduct
cross-path throughput inference up to 50% faster than
with the initial LIA congestion control [11]. Finally, al-
though our preliminary empirical validations focus on
inferring the throughput of a single path TCP flow in
other networks, we believe that the same principle can
be used to infer other key metrics including connection
delay and packet loss.
The rest of this paper is organized as follows. We pro-

vide a brief overview of MPTCP in Section 2. In Sec-
tion 3, we introduce the cross-path inference attack on
MPTCP. Next, we present some preliminary results in
Section 4 before discussing various technical challenges
and potential countermeasures in Section 5. Section 6
provides a summary of the prior work on MPTCP se-
curity. Finally, Section 7 concludes the paper.

2. BACKGROUND
We provide a brief overview of MPTCP. More de-

tails about MPTCP operation can be found in RFC
6824 [6]. To facilitate its deployment and compatibility
with middleboxes, MPTCP is defined as a set of ex-
tensions to TCP. Different MPTCP parameters are sig-
naled through TCP options. An MPTCP connection
consists of one or multiple TCP subflows.
Figure 2 illustrates the MPTCP connection setup steps

for the scenario of Figure 1. The MPTCP connection
(subflow 1) is first established between IPC1 and IPS

on the client and server, respectively. MPTCP capa-
bility is negotiated between the client and server us-
ing the MP CAPABLE TCP option during the three-way
handshake in the initial connection setup. During the
initial MPTCP connection setup phase, the end points
may also advertise the presence of multiple addresses
at either hosts. This allows the establishment of addi-
tional MPTCP subflows at later times. In this scenario,
the client advertises the address IPC2 to the server us-
ing the ADD ADDR TCP option on the existing subflow
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1 and then initiates a new subflow 2 between IPC2 and
IPS using the MP JOIN TCP option.
MPTCP runs on top of TCP subflows, and uses a 64-

bit data sequence number (DSN) for all the data sent
across multiple subflows. Although each TCP subflow
has its own 32-bit sequence number, the DSN enables
data to be retransmitted on different subflows in the
event of failure. MPTCP also signals connection-level
acknowledgements (i.e., Data ACK) to implement flow
control. Both the MPTCP DSN and Data ACK are
sent as Data Sequence Signal (DSS) TCP option.

3. MPTCP INFERENCE ATTACK
We present the main idea behind the MPTCP infer-

ence attack. To simplify the presentation, we assume
the scenario of Figure 1 where the MPTCP connection
simply comprises of two subflows. Let T , T1, and T2 re-
spectively denote the total throughput of the MPTCP
connection, the throughput of MPTCP subflow pass-
ing through ISP X, the throughput of MPTCP sub-
flow passing through ISP Y. Also let Tx and Ty denote
the throughput of single-path TCP connections pass-
ing through ISPs A and B, respectively. We address
the cases of MPTCP connections with more than two
subflows later in Section 5.
We go back to the first two MPTCP design objectives

(see Section 1), and look at their implications on the
MPTCP connection and its subflows:

1. Improve throughput: MPTCP throughput should
be at least as high as that of a single-path TCP
connection on the best available path.

T ≥ max(Tx, Ty) (1)

2. Do no harm: MPTCP should not take up more ca-
pacity on its different paths than if it were a single-
path TCP connection using only one of these paths.
This is to ensure that MPTCP will not degrade the
performance of applications that use single-path
TCP at shared bottleneck links.

T ≤ max(Tx, Ty) (2a)

T1 ≤ Tx (2b)

T2 ≤ Ty (2c)

From equations (1) and (2a), we derive

T = max(Tx, Ty) (3)

In addition, an attacker in ISP X can directly observe
T and Tx. T can be derived through the MPTCP DSN
and MPTCP Data ACKs, carried in subflow 1. Tx can
be observed through the TCP sequence numbers and
TCP ACKs of the single-path TCP flow X. As such,
we distinguish two cases:

1. T > Tx: From equation (3), we have

T ∗
y = T (4)

(T ∗
y represents an estimator for Ty. More gener-

ally, we note T ∗
i an estimator for Ti). From the

MPTCP throughput T , one can infer Ty. In other
words, ISP X can passively infer the throughput
of a single-path TCP in a different ISP, e.g., ISP
Y.

2. T ≤ Tx: From (2c) and (3), T2 ≤ Ty ≤ Tx.

The attacker can estimate T2 from the fact that
T = T1+T2. By observing T and T1, the through-
puts of the MPTCP connection and the MPTCP
subflow 1, T ∗

2 = T−T1. The attacker can therefore
infer an upper bound Tx and a lower bound T ∗

2 for
T ∗
y . By throttling Tx, the attacker can gradually

tighten the bounds. When T > Tx, revert to the
former case, where the attacker can directly infer
Ty using (4).

We observe that the attack still applies for the more
general case of T = f(Tx, Ty). For equation (3), we have
f() = max(). However, other congestion control algo-
rithms may have different design objectives [14], result-
ing in different definitions of f(), but still allow an at-
tacker to derive key information about other networks.

4. PRELIMINARY RESULTS
We present preliminary results that demonstrate the

feasibility of the MPTCP inference attack. Our exper-
imental testbed aims at replicating a topology similar
to that of Figure 1. It consists of four nodes, two of
them (node 1, node 4) running the MPTCP Linux ker-
nel implementation [12], and configured such that node
1 has two paths (path A: 1–2–4, path B: 1–3–4) to
node 4. We experimented with the Linked-Increases
Algorithm (LIA) congestion controller [11, 14], stan-
dardized by the IETF, and a more recent Opportunis-
tic Linked-Increases Algorithm (OLIA) congestion con-
troller [9]. In order to modify the characteristics (delay
and loss rate) of the two paths, we apply the traffic con-
trol (a.k.a. tc) tool in the Linux kernel, at nodes 2 and
3.
The goal of the attack is for a node (e.g., node 2) to

infer the throughput that a single-path TCP flow would
achieve on the unmonitored path (e.g., 1–3–4). Conse-
quently, we have nodes 1 and 4 running MPTCP with
two subflows over the paths A and B, and competing
single TCP flows on these two paths. Path A is throt-
tled to meet the conditions of Section 3. In particular,
we have T > Tx. Figure 3 confirms that T can indeed
be used to estimate Ty when T > Tx.
To systematically quantify the accuracy of T in esti-

mating Ty, we analyze the estimation error as a function
of measurement intervals (denoted by τ) for paths with
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Figure 3: Single-path TCP and MPTCP (OLIA
congestion controller) connections compete with
each other on paths A and B, which are rate-
limited to 1.544 Mbps. Path B is configured
with 10 ms delay and 0.01% loss rate, while path
A is configured with 250 ms delay and 5% loss
rate.

the characteristics of wired, Wi-Fi, and cellular net-
works. Path B is configured with 10 millisecond delay
and 0.01% loss rate to simulate wired networks, 10 mil-
lisecond delay and 3% loss rate for Wi-Fi networks, and
100 millisecond delay and 1% loss rate for cellular net-
works. Path A is configured with 250 millisecond delay
and 5% loss rate. Figures 4 and 5 plot the estimation
error curves for LIA and OLIA congestion controllers.
The error bars show mean and standard deviation of
the estimation error for 1000 independent experimental
runs. For all link types, we observe that both mean
and standard deviation of the estimation error decrease
as τ (size of measurement interval) increases. Specifi-
cally, the proposed inference attack achieves up to 90%
accuracy in a measurement interval of less than 8 min-
utes, 3 minutes, and 8 minutes respectively for links
with the characteristics of wired, Wi-Fi, and cellular
links with the LIA congestion controller. Furthermore,
it achieves up to 90% accuracy in a measurement in-
terval of less than 7 minutes, 2 minutes, and 4 minutes
respectively for links with the characteristics of wired,
Wi-Fi, and cellular links with the OLIA congestion con-
troller. Comparing the inference results for LIA and
OLIA, we observe that better estimation accuracy is
achieved for OLIA as compared to LIA. This difference
can be attributed to the fact that OLIA provides at
least similar or better responsiveness than LIA. Con-
sequently, T adjusts to changing path conditions (and
hence changing Ty) quicker for OLIA as compared to
LIA. Comparing the inference time for different paths,
the faster inference for Wi-Fi as compared to wired and
cellular paths is likely due to Wi-Fi’s higher loss rate,
which causes connections to reach their “steady state”
sooner than when losses are more sporadic.

These results demonstrate that an attacker can ex-
ploit coupling among MPTCP subflows to infer pro-
prietary information such as end-to-end throughput of
unmonitored paths. It is noteworthy that the attack is
successful for different MPTCP congestion control algo-
rithms and paths with diverse characteristics. Next, we
discuss how to further build on the promise of these pre-
liminary results to not only scale this particular attack
but also construct other similar cross-path inference at-
tacks on MPTCP.

5. DISCUSSION AND FUTURE WORK
We discuss the technical challenges for implementing

the proposed attack at scale in real-life settings and po-
tential countermeasures.

Time to inference. Our results showed that the esti-
mation error significantly decreases as the size of mea-
surement interval is increased. For instance, achieving
more than 90% estimation accuracy for links with the
characteristics of Wi-Fi networks required measurement
up to 2-3 minutes. Thus, an attacker would need to
monitor an MPTCP subflow that lasts up to 2-3 min-
utes to achieve good accuracy for such links. The size
of measurement interval to achieve 90% estimation ac-
curacy further increases up to 8 minutes for links with
the characteristics of wired and cellular networks for
LIA congestion controller. In real-life settings, an at-
tacker may not always be able to observe such long-lived
MPTCP flows. We will explore ways for an attacker
to possibly more quickly and effectively carry cross-
path attacks: for example, by simultaneously monitor-
ing multiple MPTCP flows, can an attacker reduce the
inference time and improve the estimation accuracy?

Level of throttling. For our experiments, we imposed
a fixed 250 millisecond delay and 5% loss rate on the
throttled link. These delay and loss rate values were
chosen such that the throttled link’s performance is sig-
nificantly worse than the normal link operation. How-
ever, we plan to conduct a systematic analysis to pre-
cisely quantify the level of throttling an attacker must
enforce to infer properties of the other paths with good
estimation accuracy. Ideally, an attacker should use
throttling as minimally as possible to avoid degrading
the performance of MPTCP connections.

Means to throttle. In our experiments, we throttled
a link on one of the two paths in our testbed to force
MPTCP connections to the case where we could infer
the cross-path throughput. However, if the link that
an attacker is monitoring is serving hundreds or even
thousands of other flows (e.g., for edge, enterprise, or
backbone links), throttling the link will also adversely
impact the performance of these flows. Thus, the at-
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Figure 4: Throughput estimation error for LIA congestion controller

10s1m 2m 3m 4m 5m 6m 7m 8m 9m 10m
0

0.1

0.2

0.3

0.4

0.5

Measurement interval (τ)

E
rr

or

(a) Wired

10s1m 2m 3m 4m 5m 6m 7m 8m 9m 10m
0

0.1

0.2

0.3

0.4

0.5

Measurement interval (τ)

E
rr

or

(b) Wi-Fi

10s1m 2m 3m 4m 5m 6m 7m 8m 9m 10m
0

0.1

0.2

0.3

0.4

0.5

Measurement interval (τ)

E
rr

or

(c) Cellular

Figure 5: Throughput estimation error for OLIA congestion controller

tacker may not desire to degrade the performance of all
flows passing through the monitored link because it can
leave a large scale footprint of the attacker’s operation
that can detected and even traced back to the attacker.
To address this challenge, an attacker can instead throt-
tle individual MPTCP subflows, using standard QoS
mechanisms already implemented in routers [3, 5], so
that other flows on the same path are unaffected.

Handling MPTCP connections with more than
two subflows. Throughout this paper, our analysis
and experiments were conducted for MPTCP connec-
tions with two subflows. However, MPTCP supports
more than two subflows when more paths are available;
although, we envision the most common MPTCP sce-
narios will employ two subflows, at least in the near fu-
ture (e.g., mobile devices with cellular and Wi-Fi links
connected to regular web servers). It is noteworthy that
the proposed cross-path throughput inference attack
can be directly extended to MPTCP connections with
an arbitrary number of subflows (say N) by monitoring
N −1 links on distinct subflows. However, is it unlikely
for an attacker to access links onN−1 distinct paths, es-
pecially when N is large. Towards this end, an alterna-
tive approach is to supplement an MPTCP connection
that has more than two subflows with MPTCP con-
nections that have two subflows such that they cover at
least one of the multiple subflows of the former MPTCP

connection. Let X = {p1, p2, ..., pN} denote an arbi-
trary MPTCP connection X with N subflows on paths
p1, p2, ..., pN . Suppose Y = {p1, p2, p3} and Z = {p1, p2},
and an attacker is monitoring the subflow on path p1.
In this case, it is possible to conduct joint throughput
inference for both connections to infer single-path TCP
throughput on path p3 because path p2 is shared by Y
and Z. Our preliminary results give us a reason to be
hopeful that we can use this approach in our ongoing
work to handle MPTCP connections with more than
two subflows without monitoring as many as N − 1 dis-
tinct paths.

Congestion control algorithm identification. As
demonstrated in Section 4, the proposed inference at-
tack successfully works for different congestion control
algorithms. Recall that our main requirement for this
attack to work was that the underlying congestion con-
trol algorithm should aim to satisfy the three MPTCP
design goals, i.e., improve throughput, do no harm, and
balance congestion. Thus, if an MPTCP congestion
control algorithm does not satisfy one or more of these
goals, the proposed attack may be less effective. First,
we plan to evaluate the compliance of existing conges-
tion control proposals with those design objectives, and
study the impact of their deviation on the effectiveness
of the cross-path inference attack. Second, to detect
and eliminate MPTCP connections whose congestion
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control algorithms may not satisfy the design objec-
tives, we intend to investigate methods to fingerprint
the congestion control algorithms employed by MPTCP
connections. Towards this end, the active congestion
control algorithm identification tool proposed by Yang
et al. [15] can be extended or novel passive fingerprint-
ing models can be developed for MPTCP.

Inferring other end-to-end metrics. As part of our
ongoing and future work, we are investigating whether
an attacker can infer additional metrics for other paths.
Two key metrics associated with TCP connections are
round trip time (RTT) and the sender’s congestion win-
dow (cwnd), which can be measured passively [8]. Since
each subflow in an MPTCP connection may have dif-
ferent values of RTT and cwnd, we plan to further ex-
ploit coupling among different MPTCP subflows to infer
these metrics for single-path TCP flows on unobserved
paths. It is noteworthy that the steady-state through-
put is the ratio of equilibrium cwnd to RTT [14]. Con-
sequently, given the successful cross-path throughput
attack demonstrated in this paper, inferring either one
of RTT or cwnd will automatically lead to the inference
of the other.

Potential countermeasures. As mentioned earlier,
the proposed cross-path throughput inference attack di-
rectly results from the design goals of MPTCP con-
gestion control algorithms [6]. Therefore, congestion
control algorithms that deviate from these design goals
(e.g., cost- or energy-aware congestion controllers) may
circumvent this attack. However, violations of these
goals (e.g., do no harm) may degrade the performance
of single-path TCP flows. Besides, encryption based so-
lutions such as IPsec [7] or other end-to-end encryption
schemes can be employed to evade this attack.

6. RELATED WORK
To the best of our knowledge, only RFC 6181 [1] and

a follow-up Internet-Draft [2] in prior literature provide
the discussion of MPTCP-specific flooding, hijacking,
and DoS attacks. However, the flooding and hijacking
attacks discussed in [1, 2] are either infeasible because
their prerequisites are hard to satisfy or they have a
fairly limited security impact.
In the flooding attack, an attacker first establishes an

MPTCP connection to a server that can generate a sig-
nificant amount of traffic and then falsely adds the vic-
tim’s address as one of the available addresses to direct
as much traffic as possible to the victim. However, the
effectiveness of this attack is limited because the victim
would issue RST packets addressed to the server imme-
diately upon receiving the data and the server would
terminate the subflow upon receiving the RST packets.
In the hijacking attack, an attacker adds her/his ad-

dress to the MPTCP connection between two other
peers and then participates by injecting data into or
receiving data from the existing MPTCP connection.
However, the feasibility of this attack is limited because
the attacker would need to guess the 4-tuple (source IP,
destination IP, source port, destination port), out of
which ports are hard to know, and data/ACK sequence
numbers.
In the DoS attack, an attacker sends a large number

of SYN+MP JOIN messages to a host with already estab-
lished MPTCP connection, which triggers the creation
of half-open connection states on the server that eventu-
ally overwhelm it. However, the feasibility of this attack
is limited because the attacker would need to blindly
guess the 32-bit MPTCP session identifier token.

7. CONCLUSIONS
In this paper, we present and demonstrate the feasi-

bility of a new class of attacks on multipath transport
protocols: an attacker can successfully infer properties
of unmonitored paths within small measurement inter-
vals. Specifically, an attacker can infer the through-
put of unmonitored paths with up to 90% accuracy and
within measurements interval of less than two minutes
by exploiting coupling among MPTCP subflows. We
emphasize that these attacks are not specific to a par-
ticular implementation, but directly result from the de-
sign goals of MPTCP. As a result, we argue that these
attacks are fundamental to MPTCP and may consti-
tute a barrier to its wide-scale adoption. We draw at-
tention to this important security problem, and urge
the research community to develop adequate counter-
measures, so the benefits of MPTCP can ultimately be
fully realized.
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