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Abstract affiliate. The selection of the AP that the client decides to

. i i ) affiliate with needs to be done carefully since it will dictate
The performance experienced by wireless clients in IEEE}, 4 wjient's eventual performance

80.2.'11 V\{irele_ss networks heav_ily depends on the clients’ The conventional approach to access point selection is
ability to identify the Access Point (AP) that will offer the based on received signal strength measurements from the
best service. The current AP affiliation mechanism imple-, .. < points within range. However, it has been pointed

mented in most wireless clients is based on signal strengty + i, several papers [1, 2, 4] that affiliation based on signal
measurements receiv_ed by the clie_:_nt from_all the APs in itsstrength can lead to very bad performance for the end-host,
nel_ghb_orhooq The client then gfnhates.wnh the AP from since the signal-strength metric does not convey informa-
which it receives the strongest signal. It is well-known thattion regarding other attributes that affect end-host perfor-
such an algorithm can lead to sub-optimal performancemance, such as the AP load and the amount of contention
due to its ignorance of the load at different APs. on the wireless medium.

In_(tjh|s work, we_clort;5|d§.r ftgehfrolra]lem of _APbseIe(;:tlon. In this paper, we describe how an end-host can take the
We identify potential bandwidthas the metric based on _.aforementioned attributes into account while choosing an

which hosts should make affiliation decisions, and define i ccess point to affiliate with. We identify a metric that can
as the (MAC-layer) bandwidth that the clientis likely to re- .o, she handwidth that an end-host s likely to receive if
ceive after affiliating with a particular AP. We further limit ..\ ~sfiliate with a given access paimthich we call
ours_elves 0 tgeh use of ';ﬁss've _mhear;s ur:gegts thﬁ‘t d_o nﬁ{)tential bandwidthThe MAC-layer bandwidth offered by
require an end- _OSt to afiiliate with the AP, thus allowing gittarent wireless networks in the vicinity of the wireless
the end-host to simultaneously evaluate the potential ban lient is a desirable metric as it takes into account the AP

width .to multiple AP,S in range. This can also facilitate load, the contention on the wireless medium, as well as the
more informed roaming decisions. We propose a methc’déignal strength

ology for the estimation of potential upstream and down- In designing an affiliation algorithm based on poten-

stream bandwidth between a client and an AP based Oflal bandwidth estimation, several constraints must be

measurements OT dglay mcurrgd by 802.11 Beacpn frametaken into consideration. The algorithm needs to be non-
from the AP. Preliminary experiments conducted in a con-

) ntrusive, i.e. it should not introduce additional overhead
trolled environment demonstrate that the proposed methoq

| look s ielding fairl ¢ " o0 the APs or their affiliated users. The algorithm should
ology l00kS promising, yielding fairly accurate results un- require any changes at the AP side, if possible. More
der varying conditions.

importantly, such an algorithm should be able to estimate
potential bandwidth without previous affiliation with the

1 Introduction several APs within range. Such a constraint minimizes the
amount of time a client spends in the evaluation of the sev-

There has been an enormous growth in the adoption offal choices it may have (since it does not associate and
IEEE 802.11 wireless networks in the last few years. Thedis-associate with the different APs), while allowing for
ease of installation and the low infrastructure cost of 802.11h€ continuous evaluation of AP performance even when an
networks makes them ideal for network access in officesgffiliation has taken place The latter implies that a wire-
malls, airports, cafes, hotels and so on. The Wldespr_ead de- INotice that in the case of the initial affiliation the client will be able
plpyment of ”_EEE 80_2-_1;'- network_s means that a ereleS$0 identify the AP that offers the highest potential bandwidtraag fre-
client is often in the vicinity of multiple APs with which to  quency. In the case of roaming, the client will be able to quantify potential




less client implementing the proposed functionality will be the assistance of the ABoes not require previous affilia-
able to make more informed and efficient roaming deci-tion of the client with an APandis initiated by the client
sions, continuously quantifying the performance of all APswithout the need for central coordinatioSuch properties
in range. allow for the continuous evaluation of the “quality” of all
In this paper, we propose a methodology for the estimaAPs within range that could also facilitate better roaming
tion of potential bandwidth between a given AP and an enddecisions.
host that fulfills the aforementioned requirements. The pro- Our work targets the estimation of the potential band-
posed methodology does not require the end-host to changeidth and not the available bandwidth as in [5], which is
its current affiliation and introduces very little overhead. defined as the maximum rate at which a host can send its
Unlike [1, 2], the affiliation algorithm proposed in this pa- data without lowering the sending rates of other already af-
per is end-host initiated and therefore, does not necessitaféiated hosts. In this work, we are not interested in the
changes at the AP. bandwidth available to a client before affiliation, but the
In a nutshell, our approach to potential bandwidth es-MAC-layer bandwidth the client will receive after it affil-
timation relies on passive measurements of the timings ofates with the AP. In addition, we do not aim to estimate
beacon frames sent out by an AP. Beacon frames are broathe layer-3 throughput that a client would receive once af-
cast by APs periodically, and are used by APs to announctliated with an AP, since such an estimation would require
their identity as well as for the synchronization of the entireknowledge of the client’s workload and its path through
network. The delay between the time when a beacon framthe wired network. The metric of potential bandwidth can
is scheduled for transmission and its eventual transmissiogharacterize the wireless part of the client’s connections. In
captures the load of the AP and the contention inside théuture work, we intend to look into passive measurement
network, conditions that the client would face if affiliated techniques that could allow us to extend our estimates to
with that AP. The corresponding delay of data frames pro-account for the wired part of the network, say by passively
vides an estimate for the bandwidth a client will receiveobserving the performance currently experienced by other
from the AP downstream. Upstream potential bandwidthusers in the same wireless network.
estimation relies on frames sent by the client to the AP in The closest recent work to ours is [6], where the authors
the unaffiliated state and is based on a similar methodologpropose a methodology for passive bandwidth estimation
that quantifies the respective delays. between two communicating wireless stations. However,
Our technique can be used as part of an AP selectiotheir method does not provide an estimate of the potential
mechanism or for the evaluation of a wireless network’sbandwidth that an end-host is likely to receive on a wireless
health. We evaluate its accuracy using controlled experhink with another host (when one of the hosts is not part of
iments in a low-noise environment. Preliminary experi- the network yet).
ments indicate that our approach yields fairly accurate es-
Fimgteg of the actual bandwidth from th.e.AP to end-host,3 Potential Bandwidth Estimation
indicating that our approach looks promising.

The rest of the paper is structured as follows. In thejn this section, we describe how an end-host can estimate
next section, we describe related work. In Section 3, Wéyoth the potential upstream and downstream bandwidth be-
describe our potential bandwidth estimation scheme. Weyeen the AP and itself. The final affiliation decision made
discuss experimental results in Section 4. Finally, we CONty the end-host is going to be some function of the up-
clude and describe in detail future directions in Section 5. gtream and downstream bandwidth and is likely to depend

on the user’s requirements. For the remainder of this work,
2  Related Work we assume _that the client has credentials to gssociate_ with
any AP within range and selects the AP offering the high-

The conventional AP selection mechanism, based on Sig@st bandwidth in the direction the client will use for its data

nal strength measurements, has been shown to lead to ponSfer. We begin by providing a brief background of the

user experience [1, 2, 7] and highly unbalanced load dis!EEE 802.11 MAC protocol for data transmission.

tribution among APs [4]. Due to these shortcomings there

have been several alternative proposals which typically fal8.1 Background

in one of three categories: (i) AP-assisted [3, 7, 1], (ii) L

centralized [2], and (iii) active [8] solutions. In this work The protocol for data t.ransrnlssmn Is the same regardless
we take a step back and look at the fundamental requirle whether the transmitter is an AP or an affiliated host.

ments of the AP selection problem. Based on the identifietjj:""‘ch node (including the AP) that has data to transmit in.an
requirements, we propose a technique ths not require IEEE 802.11 network first senses the channel for a duration

equal toDI F'S (Distributed Inter-Frame Sequence). If the
bandwidth only for the APs residing in tlsamefrequency. node determines the channel to be idle for this duration,




then the node enters a back-off stage, in which it delaysnstants when beacon messages are scheduled for transmis-
its transmission by a random number of time slots (eaclsion. Once a beacon message is scheduled, it is transmit-
slot of durationS LOT) chosen from the intervdd, CW],  ted according to the normal frame transmission rules. In
whereC'W is called the contention window size. If the this paper, we assume that beacon frames are not priori-
channel is still idle at the end of the back-off stage, thentized over other frames, as implemented in the APs used in
the node transmits a Request-to-SeRd’(S) frame to the  our experiments. Handling beacon frame prioritization is
intended receiver. On receiving the&'S frame, the re- an interesting extension and will be considered in our fu-
ceiver responds back with a Clear-to-Sedd[(S) frame  ture work. The time difference between the instant when
to the sender after a delay equal to Short Inter-Frame Sea beacon message transmission begins (as obtained from
guence §IFS). Nodes, other than the sender or the re-the timestamp field of thBeaconframe) and the’ BT'T
ceiver, that hear either thRT'S or the C'T'S frame delay vyields an estimate of the beacon deldy, which is the
their transmissions until after the end of the data transmistotal time spent by a beacon frame at the access point wait-
sion between the sender and the receiver, as specified ing for transmission. Since we assume that beacon frames
the duration field of the?T'S andC'T'S frames. Upon re- are not prioritized over other framegg provides an esti-
ceiving theCT' S frame, the sender waits for a duration of mate of the total queuing delay plus the contention delay
SIFS and sends its data frame. Finally, the receiver rethat will be experienced by a data frame transmitted by the
sponds back with aldlC' K frame to acknowledge the re- AP. Note that beacon delays are computed solely based on
ceipt of DAT A frame. The absence of either(d'S or  timestamps provided by the access point and thus, synchro-
ACK frame causes the sender to timeout and re-transmitization issues do not arise.

the RT'S frame or theD AT A frame respectively. Many We now proceed to describe how we can use observed
implementations also allow nodes to simply turn on or dis-beacon delays to estimate the downstream bandwidth from
able theRT'S/CT S handshake. In this case, nodes directlyan AP to a mobile host.

transmit their data frames, on determining the channel to be

idle at the end of the backoff stage. T total delay incurred by a data frame fron
. . . an AP
We first desc_rlbe our methodology to estimate _the down- 5 delay ncurred between the instant
stream bandwidth from an AP to an end-host in the ab- when a data frame is scheduled for
sence of RT'S/CTS handshake and then describe how transmission to the instant that the frame
the RT'S/CTS handshake mechanism can be accommo- 'delece'\f/eﬁfi‘“he ffece'V‘;r -
dated into the estimation scheme. We also discuss how an Ta reecimr ioethecsfg nLZTe rom the
endjh'o'st can determine its upstream bandwidth toan A T fotal contention delay experienced by a
We initially ignore losses and subsequently, describe how data frame from the AP
losses can be accounted for in Section 3.5. DATA, RTS,CTS | size of the data, RTS, CTS frame
respectively
R data rate at which the sender transmits the
data frame
3.2 Beacon Delays Rb basic rate at which control frames are
. . transmitted
In order to estimate the downstream bandwidth from the ac B Sotential bandwidih from thel P to the

cess point to an end-host, we propose a methodology that end-host
allows the end-host to estimate the delays of the periodic
Beaconframes sent from an access point. Figure 1 illus-Table 1: Notations for the computation of downstream
trates how beacon frame transmissions are handled at an azandwidth

cess point. As seen from the figure, an access point sched-

¢ B“"l””d"‘y”ﬂ) ‘ 3.3 Downstream Bandwidth estimation in
\E ﬁg x the absence of RTS/CTS
i The total delay incurred by a data frame from an AP in

the absence aRT'S/CT'S handshake is given by: the con-
tention and transmission delay of the data frame plus the
ules aBeacorframe everybeacon interva(typically, 102.4  respectiveACK delay.

ms). The time instant at which the access point schedules

the next beacon message is referred to asTtnget Bea- T=Tp+Tx (1)

con Transmission Tim@ BT'T). As per the 802.11 stan-

dard, time zero is defined to bel&TT. Given the value T in turn can be estimated from the beacon delay

of the beacon interval, the end-host knows the exact timestimated as in Section 3.2, and the transmission delay of

Figure 1: Beacon Transmissions at an Access Point



the framé, and is given by: 3.5 Loss Probability Estimation

DATA @) So far, the potential bandwidth estimation methodology as-
R sumed no packet losses. Losses occur due to collisions
B . when multiple wireless stations transmit simultaneously
Upon receiving the data frame, the receiver sends anq also due to environmental effects such as multipath,
ACK frame after adelay of 1 F°S. ACK frames arefixed tading etc. Packet losses reduce the bandwidth between
in length and are typically sent at the same rate as the dammunicating stations, since they cause nodes to double
frame. Hence, knowing the sender raf®, can be easily  ihejr contention window and thereby, backoff for longer du-

Tp =T +

determined as: rations before retransmitting their data.
ACK Thus, in order to estimate the potential downstream
Ty = SIFS + R () bandwidth from a given AP, an end-host needs to estimate

the loss rate on the wireless link from the AP to itself. We
The potential bandwidtli from the AP to the end-host propose that nodes infer frame losses, by exploiting the 12-

is then given by: bit sequence number field present in the 802.11 data and
B DATA 4 management frames. An end-host passively monitors all
-7 “) frames transmitted by the AP for a certain duration. The

end-host can then infer data frame losses based on gaps in
3.4 Downstream Bandwidth estimation in Seduence numbers during the monitoring period. It is pos-
' sible that the monitoring node may hear a data frame from

presence of RTS/CTS an AP that is a retransmission of an earlier frame, which it

With the RT'S/C'T'S handshake, each data frame transmis.did not hear. In this case, the monitoring node can detect
sion incurs a total delayl) given by Eq. (5), the sum of retransmissions by looking at the Retry bit in the Frame

delays incurred by th&7'S, CT'S, data andAC K frames Control field of the received frame. If this bit is set, it indi-
respectively. cates that the frame is a retransmission of an earlier frame.

Since the Retry bit does not indicate the number of retrans-

T=Tr+Tec+Tp+Ta (5)  Mmissions of a frame, we make a simplifying assumption

that the probability of more than two successive retrans-

Since the frame transmission rules for&#'S and beacon Missions of a frame between an AP and a host affiliated to

frames are the same, the delay incurred byz4rs frame  that AP is negligible.

can be estimated using Eq. (6), as the sufipaind trans- The above described method of inferring loss rate, is use-
mission delay (all MAC control frames are transmitted atful both in the presence d®7'S/CT'S and in its absence.
the base rate). In the presence aRT'S/CTS, the probability of anRT'S
RTS frame loss differs from the probability of a data frame loss,
Tr=Tp + R, ®)  since anRTS frame is transmitted at the base rate. An

RT'S frame loss can be inferred by a monitoring end-host,
if the monitoring host overhears a data frame transmission
from an AP to an end-host, but does not hear RiES
frame transmission from the AP to the end-host preceding
the data transmission. Just as in the case of a data frame, an
CTS RT'S frame retransmission can be detected from the Retry
(7)  bit in the Frame Control field of the frame. Data frame
Ry losses can be detected from the missing sequence numbers
over the monitoring period.
The estimated loss probability can be used to calculate
DATA ®8) the expected delays incurred by tRg'S frames and data
R frames transmitted by an AP. For simplicity, we assume that
. . CTS and ACK frames from the end-host to the AP are
Lastly, the computation df s remains the same across both . nsmitted loss-free. This may be a reasonable assump-
schemes and is given by Eq. (3). The potential bandwidtjo, sincec75 and ACK frames are very short. Further-
Bis then obtained using Eq. (4). more,CT'S frames are transmitted at the base rate and the
2If the AP has multi-rate support, then the current sending Ratef ACK frames are transmitted collision-free. T_hIS as_sump-
the AP can easily be inferred from the duration fields in the data framediON means that'7’s and ACK frames always incur fixed
transmitted by the AP. delays. Losses then only impact tRg'S and data frames

Upon receiving aRT'S frame, a receiver waits a duration
of time equal taSIF'S and transmits &'7'S frame, again
at the base rat®;,. TheCTS frame is transmitted at the
base rate?;, and its delay is given by:

Tc=SIFS +
The delay incurred by the data frame is given by:

Tp = SIFS +




in our model. The estimated loss probability can easily bechannel to be idle for a duratioP/F'S; and PLCP is

incorporated to obtain the expected back-off delay and théhe Physical Layer Convergence Protocol overhead asso-

corresponding frame delay, using the analysis shown in [6]ciated with every transmitted frame. The IEEE 802.11b
When there are no affiliated hosts, a monitoring nodestandard specifies the various parameter values as fol-

does not overhear any transmissions except the beacdows: DIFS = 50us, SLOT = 20us, CWnin = 31,

frames transmitted by an AP. Absence of a beacon fram&LC P = 192us. From these values, we obtain the mean

in a beacon intervaindicates that the beacon frame was beacon delay to be 552s.

lost. A monitoring host can estimate the loss probability of

data frames to be the loss probability of the beacon frames. Channel 11, Mean delay = 547 us

TheRT'S frames are transmitted at the base rate and can be 1000 ,
900

assumed to be transmitted loss-free, especially given that eacon delay

there is no contention for the medium and that the proba-
bility of a collision is zero.

3.6 Upstream Bandwidth Estimation

Estimated beacon delay (in us)

Our proposed approach to estimating the upstream band- 100 ‘ ‘ ‘

width requires that the end-host sends data frames to an 0 500 1000 1500 2000

access point in the unaffiliated state and records the time Beacon Number

elapsed between the instant when a frame is scheduled for Figure 2: Beacon Delays when the AP has no load

transmission and the time when the end-host receives an We conduct a number of experiments to estimate the bea-

802,11 sandard allows a station i tnassociated s 0e12Y8 Using the methocdology described in Secton 3

) . . igure 2 shows that the mean estimated beacon delay value
to send data frames to an access point. B_y sending SeYS 547us, which is close to the expected value &2s.
eral such frames and measuring the delays incurred by tr\%le next perform experiments to determine whether the

frames, an end-host gets an estimate of the expected del%)éndwidth estimated through the beacon delay measure-

ofa d"’?ta frame. T he potential upstream bandwidth can theH1ents closely approximates the actual bandwidth obtained
be estimated using Eq. (4).

The implementation of the upstream bandwidth estima-by the end-host upon affiliation with the AP.

tion scheme requires modifications to the wireless driver to
allow a station to send frames in the unaffiliated state andt.2 Bandwidth Estimation
is currently being investigated.

In a collision-free environment, we know from Section 4.1
] that the mean beacon delay is 5§52 For a packet of sizé
4 Experimental Results bytes and data rat®, the potential downstream bandwidth

. . _ is then given by (Eq. 4):
In this section, we describe results from controlled exper-

iments of our downstream bandwidth estimation scheme. 8L

All our experiments were conducted in anechoic cham- B= m

ber that is designed to provide a very low noise environ-

ment, suitable for controlled experimentation. We config-whereT, = 213us. For instance, whel, = 640 and

ured a linux box with a Netgear MA 311 wireless PCI card R =11 Mbps, the potential downstream bandwidth yields

to function as an access point running tmestapdriver.  an estimateé3 = 4.16 Mbps.

The RT'S/CTS handshake was disabled and the card was We performed a simple experiment to verify whether

operated at a fixed rate of 11 Mbps. the actual bandwidth observed on the downlink from AP
to an end-host compares with the estimated value obtained

4.1 Beacon delays In Contentlon_free enVI_ above. A UDP session is initiated from the AP to an affili-

ronments ated end-host. The duration of the transfer was 200 seconds

and the AP was constantly backlogged. The actual band-

In a contention-free environment and when the AP has navidth B,,, from the AP to the end-host for the duration of

load, the mean beacon delay can be expressed as: Metre transfer was measured to be 4.3 Mbps, which closely

Beacon Delay DIFS + E[CW,,in] x SLOT + PLCP,  agrees with the estimafe obtained above.

where DIF'S is the duration for which an AP senses the In a second experiment, we place one AP and two wire-

channel before transmitting a beacon fralBgCW,,,;,,] x less hostd71 andH2 in the anechoic chamber. Ha&tl is

SLOT is the back-off delay once the AP has sensed theffiliated to the AP. A UDP session is initiated from the AP
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another interesting future question. - In the Netgear 311

wireless cards, the beacon frames were transmitted with
the same priority as the data frames. We wish to consider
the case, when beacons are prioritized over other frames.
- Finally, our estimation depends on the assumption that
time zero at the AP is the time instant when the first bea-

con frame is scheduled for transmission, as specified in the
IEEE 802.11 standard. While we observed this is very

likely the case with the Netgear cards we experimented
with,different vendors can be expected to implement bea-
coning differently. Inferring TBTTs by observing inter-

beacon times remains a topic for further investigation.

Figure 3: Beacon Delays when the AP is loaded
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