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ABSTRACT

The interference map of an 802.11 network is a collection of data
structures that can help heuristics for routing, channel assignment
and call admission in dense wireless networks. The map can be
obtained from detailed measurements, which are time consuming
and require network down time. We explore methods and models
to produce the interference map with a reduced number of mea-
surements, by identifying interference properties that help to ex-
trapolate complex measurements from simple measurements. Ac-
tual interference in an 802.11a testbed is shown to follow certain
regularities — it is linear with respect to packet rate of the source,
packet rate of the interferer, and shows independence among inter-
ferers. When multiple cards are available, they behave differently,
and even different channels of the same card have different perfor-
mance. We find that while current methods of gathering the inter-
ference map may be appropriate for characterizing interference in
one card networks, they are unscalable for multiple card networks
when considering: 802.11 characteristics (card and channel asym-
metries, time variation), required downtime, and complexity of the
measurement procedure.

Categories and Subject Descriptors

C.2.1 [Network architecture and design]: Wireless communica-
tion; C.2.3 [Network operations]: Network monitoring

General Terms
Measurement, Experimentation

Keywords

802.11, interference, measurement, model

1. INTRODUCTION

For large populations of wireless devices, such as sensor net-
works with single RF nodes, or meshes with multiple RF nodes
with small number of independent channels, interference is the ma-
jor performance factor that is part of a circular feedback of interde-
pendence. Interference determines how channels are assigned, how
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flows are routed, and how calls are admitted, but all these may in
turn cause changes in the interference. For these dense networks, it
is therefore important to get an understanding of interference that
can help heuristics for all the mentioned problems, and provide pre-
diction for the quality of service obtainable.

When enough orthogonal channels are available to cover with
channel reuse an entire 802.11 network, interference between base
stations is not of concern. However, for the current crop of available
channels in the unlicensed spectrum 802.11b/g the number of chan-
nels is limited such that channels need to be reused in an indoor en-
vironment that requires higher deployment density. The availability
of 802.11a, with its shorter range, higher bit rates, and more orthog-
onal channels provides one way of scaling up the wireless service:
by increasing the bandwidth per area ratio. But this is done by in-
creasing the density of access points and the number of wireless
cards per access point. In such a dense wireless network, be it mul-
tiple hop (ad-hoc, mesh), or single hop, several base stations and
clients operating on the same channel are bound to interfere each
other. It is an accepted fact that indoors the nature of interference
is generally unpredictable for these carriers (2.4GHz and 5GHz)
due to variability in building construction, people movement, and
other uncontrolled sources, such as microwave ovens. Adding that
channel usage is unregulated by most institutions, it is generally
hard to predict what the quality of service can be achieved even in
a one hop setup. For multiple hops, the problem becomes harder
because backhaul traffic interferes with itself when carried on the
same channel. The nature of the traffic also makes the amount of in-
terference hard to predict - TCP traffic depends on the congestion,
which means that the interference it produces depends on condi-
tions on other orthogonal channels. This tends to link together the
problems of interference, routing, and channel allocation.

The problem that we address in this paper is to predict the effects
of interference under some restrictive conditions:

1. we assume that traffic is completely controlled for the chan-
nels of interest. This can be achieved through administrative
ways, and through call admission policies, and has the role
of making all traffic at all nodes on all channels accounted
for.

2. the traffic on all nodes is constant bit rate (CBR), which
avoids problems caused by time variable behavior of con-
gestion aware protocols, like TCP. These two requirements
are actually met by VoIP networks, both in WLAN and mesh
networks.

3. measurements of interference can be made in the absence of
real traffic. They can be performed periodically at low traf-
fic times, for example midnight/weekend. The purpose of
this last requirement is the building of the interference map —



a collection of measurements in which the relation between
source, destination, and the interferers is unaffected by ex-
ogenous unpredictable factors such as live traffic.

One hypothesis that we validate in this work is that interference
measurements for simple configurations can be used to predict in-
terference effects for more complex scenarios. The simple config-
urations have the advantage of taking a reduced time to test, and of
requiring collaboration of fewer nodes (in our case three). Scenar-
ios with many interfering nodes are harder to test mainly because
of complexity - the number of tests can grow exponentially with the
size of the group. If interactions of triplets of nodes can be used to
predict interaction for larger groups, the short measurements (that
require network downtime) can be performed more often, improv-
ing the accuracy of the prediction.

While there is research that needs interference information for
the mentioned problems (channel allocation, routing, call admis-
sion), interest in the actual measurement and modeling of inter-
ference is quite recent. In [, Padhye et al. proposed a pairwise
interference measurement method, which we also use in this work.
The broadcast based interference estimation is shown to be an ad-
equate estimation for interference produced between unicast flows.
They also found that carrier sense is the major cause for interfer-
ence. Das et. al [2] show that remote nodes which have no inter-
ference effects in isolation may combine to produce interference
when acting together, but the occurrence is rare. Our proposed
model closely predicts their results for close interferers. Another
study of carrier sense [3] shows that it is not always a good predic-
tor of transmission success, and also suffers of the exposed terminal
problem (close by senders cannot send simultaneously even if their
destinations can actually receive packets), and is overly conserva-
tive with respect to the capture effect. The question of interference
is acknowledged to be central for the problems of channel assign-
ment, bandwidth allocation and routing in [4]]. The authors find that
there is a circular dependency between these problems and interfer-
ence, and propose a centralized algorithm. Other researchers have
identified interference as being a cause for unfairness [5]. The most
studied problem is that of capacity being affected by interference
[6 17,18 [9], but complex interference scenarios are considered an in-
put for the optimization process, without addressing the problem of
obtaining them. More recent works [0 [11] try to reduce the com-
plexity of measuring the interference by only considering pairwise
communication, but this ignores the remote interferers (outside car-
rier sense range), which as we will show are the main source of
uncontrolled loss.

One contribution of this work is a model of interference that
allows complex traffic scenarios be predictable using simple, low
complexity measurements. In an 802.11a testbed, the the model
is shown to be very accurate (correlation of 0.97 between analysis
and measurement). This is a positive result in that it greatly reduces
the complexity of obtaining the interference map for one channel,
and one card per node. The second contribution is showing that
the complexity of the complete interference map is much higher
than previously thought: each card and each channel have in fact to
be measured independently. This latter result is rather pessimistic,
as it implies that in a real world setup when nodes have multiple
cards, and are supposed to use orthogonal channels, the complexity
of producing the complete map is prohibitive for dense networks of
even moderate scale.
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Figure 1: Possible interference relationships.

2. INTERFERENCE MAP

If we consider two nodes, there are several relative positions of
interest with respect to each other (Figure [). If they are close
enough, like A and B, they are in communication range, mean-
ing that packets sent by B can be received at A. The actual distance
depends on conditions, carrier frequency, and output power. For ex-
ample a 5004 MP Atheros a/b/g card claims 300m outside and 30m
inside when operating in 802.11b at 11Mbps. ’Distance or range’
in this description are just convenient terms because in reality de-
livery ratio decreases from 1 to 0 in a progression that describes a
donut around A, rather than a circle. The circular shape is of course
true only in void, whereas indoors the shape of coverage is highly
irregular. The next range of interest is that of carrier sensing (CS).
The carrier sense range includes the communication range, regard-
less of their actual shape. When A and C are this far apart, even
if C cannot send packets to A, its carrier can be sensed at A which
backs off when C has a transmission of its own. A will then defer
transmission so that it doesn’t destroy packets originated by C (if
it is the case, see next paragraph). Both communication and CS
can be asymmetrical: B can send to A, but not vice-versa, or C can
sense A, but not vice-versa.

The next range of interest is the interference range. This range is
not in a fixed relationship with the other two ranges as indicated in
the figure, but rather depends on the source as well: the interference
range is defined for the ordered tuple (B, A), in which B is the
source and A the destination. Assuming that B and D are outside
CS range of each other and therefore send packets at the same time,
the question is if A is able to receive B’s packets. The interference
range is then defined by all positions of D that destroy some of B’s
packets at A. If B’s power at A does not exceed D’s power at A by
some capture threshold, then B’s packet is lost. In literature, when
D is outside CS range of B, but in communication range of A, it is
called a hidden terminal. In this paper however, we refer to all D
nodes that destroy packets at A as hidden terminals or interferers:
close hidden terminals are ones inside CS range of the destination,
whereas remote hidden terminals are outside.

Finally, if far enough apart, station E is completely out of in-
terference range of A, meaning none of its packets can interfere
with packets arrived at A, regardless of B’s position. As shown
recently [2], such nodes may together generate enough power to
have non negligible effect over B—A, but the occurrence of this
situation is fairly rare. Interference for the link B—A is defined as
the cumulative effect other nodes in the network have on through-
put achievable in that link. Based on the previous definitions, some



nodes may reduce B’s sending capacity by being in its CS range,
or may destroy packets after they arrive at A. We therefore want to
differentiate between sending and receiving interference because
they are qualitatively different: while sending interference caused
by CS is nondestructive, the receiving interference destroys pack-
ets that require retransmission. When we say that sending interfer-
ence is nondestructive, we mean not that it is beneficial, but that
it grabs the resource (the carrier) to support some useful transfers,
whereas receiving interference is much more wasteful in that it cor-
rupts packets at the destination, after the air resource has been used
already.

Having a large population of wireless devices in an area operated
on a small number of channels brings the question of how devices
on the same channel interact. Any two devices are in one of the four
situations described above, but the amount of interference they cre-
ate depends on the amount of traffic they carry, and is therefore
linked to problems of routing, load, call admission and channel al-
location. The interference map is a data structure that characterizes
this interaction, so that one can answer questions like: given a chan-
nel allocation and routing, is a particular traffic matrix supported?
Can an additional call be accommodated? When a link goes down,
can the current service be maintained? What is a channel coloring
that favors particular patterns of traffic (tree, mesh)?

The information in the interference map has three disjoint, but
dependent parts: delivery ratio matrix, the carrier sense matrix, and
the hidden terminal relationships. The delivery ratio matrix de-
scribes the capacity for each pair of nodes in the network. This
includes effects of SNR degradation because of local geography,
fading, multipath, as well as external external interference sources.
The carrier sense aspect governs what can be sent into the air,
which is the first step in getting the data across in the wireless net-
work. The hidden terminal aspect is the actual interference infor-
mation and describes what can be received at a destination under
interference from other nodes.

The interference map of n nodes on the same channel consists
of:

e d¥ delivery ratio from node i to node k without any interfer-
ence,1<i k<n

e cs;; what fraction of the maximum capacity node 7 can put
on air, when j is active at maximum capacity as well, 1 <
ihk<n

. dfj delivery ratio from 4 to k with interferer j sending at
maximum capacity

In addition, we introduce the following notations:
o s traffic sent from i to k

e s5; = Xs? all traffic flowing out of node 7,¥k neighbor of ¢

All these values are normalized to the interval [0,1], and they can
be easily obtained from throughput measurements as we detail in
the next section. Traffic sent out is divided by the nominal ca-
pacity, while delivery ratios are directly measured as throughput
of broadcast traffic, divided by nominal capacity. For example,
s¥ = 0.3 would mean that node ¢ sends at 30% of maximum ca-
pacity. di-‘; = 0.7 means that in the presence of interferer j the
throughput ¢ — j is 70% of the maximum supported by the chan-
nel.

2.1 Carrier sense(sending) interference

When two nodes sense each other they share the medium com-
pletely, and the sum of their maximum output rates on to the air is
1. When they are out of CS range of each other, each of them can
send at full throttle, yielding a total output rate of 2. Any value be-
tween 1 and 2 is possible, because CS is not a symmetric or discrete
phenomenon - one node may sense the carrier from a source only a
fraction of the time, or the CS may behave asymmetrically. cs;; is
an n x n mostly symmetric matrix describing the capacity that two
nodes can put on air when sending at the same time. cs;; + csjs
represents the total capacity placed on the air ranging from 1 to 2.
To gather cs;;, we send broadcast traffic at full throttle from nodes
7 and j. We then use the packet rate reported as sent by each node -
producing cs;; and cs;;. The complexity is O(n?), where n is the
number of nodes involved.

Matrix cs;; can also be seen as a directional CS graph: cs;; =
1 indicates no link from 4 to j in the the CS graph, because i is
sending at full throttle even when jis active. When cs;; +csj; = 1,
there are two bidirectional links - each node pointing to the other.
csij + ¢s;s = 1.5 usually indicates a one direction CS link: one
node has an output of 1, and the second of 0.5 because the first node
doesn’t hear the second. The direction of the link in the CS graph
indicates the direction of sensing. To compute how much of that
traffic can actually be received is the role of receiving interference
mapping, which is described in the next section.

2.2 Hidden terminal (receiving) interference

This component is sometimes described in literature by a model
called conflict graph [[7]. The conflict graph indicates which groups
of links mutually interfere and hence cannot be active simultane-
ously. In this paper, we quantify receiving interference by empha-
sizing the interferer in isolation, without considering him as part of
a link. This model is appropriate when considering multiple inter-
ferers, regardless of which their destinations are.

The purpose of the receiving interference map di-‘; is to have an
estimate of the effect a remote source j has over traffic sent from
i to k. When ¢ and 5 are in CS range, they share the medium,
and j does not destroy i’s packets at k. However, when j does
not sense ¢’s transmission, packets received at £ may be garbled -
this is known as the hidden terminal problem. Example: when j is
silent and ¢ sends, throughput : — k d¥ = 0.8. When i and j send,
throughput 7 — & becomes dﬁj = 0.4. Conclusion: traffic leaving
j produces a degradation of 50% for traffic « — k. We collect the
measurements d for all pairs (4, k) and dﬁj for all triplets (4, 7, k)
in the network. The complexity of collecting the entire data set
is O(n?).The measurement process has these steps (this procedure
was first proposed in []):

1. node ¢ alone broadcasts and all other nodes & record d¥ =
throughput of 7 — k. All nodes take their turn in broadcast-
ing - complexity O(n)

2. nodes ¢ and j broadcast simultaneously and all other nodes
k record: df ; = throughput of i — k jammed by j and df,
= throughput of 5 — k jammed by . All possible pairs
(unordered) take their turn - time complexity is O(n?).

The storage requirement for the second step is O(n?) as there is one
interference measurement stored for each ordered (i, j, k) triplet
in the network. For the first step, the required storage is O(n?)
- throughput measurement for each directed link in the network.
Note that these are in fact upper bounds for when the communi-
cation ranges (for step 1) and interference ranges (for step 2) of
all nodes extend over a constant fraction of the entire network. In



reality, the number of nodes that can produce interference at a des-
tination are limited to a donut shaped region around the destination,
the radius of the region being dependent on the hardware, bitrate,
antenna, etc. In this case, the storage complexity could be reduced
to O(dn?) where d is the degree of the node, or some other spa-
tial density measure. Another factor in reduction of the complexity
of measurements is the fact that not all links of the network are
interesting, as will be seen in the experiments section.

This measurement procedure can produce a reasonably accurate
image of what happens when a triplet (, j, k) is involved in a send-
ing/jamming process. But in reality, there are several nodes send-
ing at the same time on the same channel, and one node’s traffic
is another node’s interference. Having analyzed the complexities
of measurement and storage for one interferer scenario only, it be-
comes clear that a measurement based approach is not scalable to
the entire network: arbitrarily large groups of nodes can send at the
same time, effectively jamming each other on the same channel.
What is needed is a method that can predict the effect of several
interferers acting simultaneously from single interferer measure-
ments.

2.3 Analytical model

The model we propose comprises of the following two relations,
the first expressing the limit for sending, and the second one the
limit for receiving:

Si + Z s; < 1 1)
JjECS(i)

d?,all = d; H [1—(1—d§,j)511 )
JEI(i—k)

In the first condition (@), sending capacity of node 4 is limited
by contention with all nodes it has to defer to. These are the nodes
towards which ¢ has a directed link in the CS graph.The second
equation @) models the delivery ratio of link i — k when all its in-
terferers are active. Each interferer 5 contributes with an amount of
interference that is measured separately as di—i ;- This property of in-
dependence between different interferers makes the procedure scal-
able as dj ; can be measured in O(n?) time for the entire network.
If this independence wouldn’t hold, a complete interference map
would have to measure each possible group of interferers which
at run time might affect the capacity of link : — k. In the worst
case, this is the power set of all nodes, of exponential size. The s;
factors in these equations represent the sending rates at the current
node 4 and its neighbors j. These rates are considered known for
the entire network, as stated by conditions 1 and 2 in the introduc-
tion. To understand the rationale of this second equation assume
that s; = 1 meaning that all the interferers send at full capacity. In
this case df ,;; becomes d7 [T, ;) d¥ ;, showing that the final
delivery ratio is merely a product of delivery ratios achieved when
each interferer acts in isolation.

These relations can be used in any heuristics for solving prob-
lems that implicitly depend on interference: routing, call admis-
sion and channel assignment. For example, a call admission deci-
sion should first use the first relation to assess whether the proposed
new traffic can be sent onto the air. There is no point sending voice
traffic that is dropped even before it leaves the access point, so a
call should not be admitted unless sending capacity for all nodes
remains valid under condition (). The second relation would then
estimate the delivery ratio achievable across various links, using the

measured values of dﬁ j»and the s; values accepted by the first step.
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Figure 2: 802.11a testbed: 20 nodes in a 45m x 60m building.

Alternately, for a route or flow optimization procedure, these rela-
tions would participate as constraints in the optimization process
(albeit nonlinear).

The rest of the paper is devoted to validate equation (@), namely
confirming the fact that effect of different interferers can be mea-
sured independently and used to predict complex scenarios with
several interferers. In the next section, we present several experi-
mental results that explore the dependence of packet delivery ratio
on several variables: sending rate, jamming rate, and number of
interferers, distance, actual card used, actual channel used.

3. EXPERIMENTAL RESULTS

3.1 Testbed setup

We use a 20 node testbed deployed in a 45m x 60m building (Fig-
ure P). Each node is equipped with two 802.11a/b/g cards tuned to
802.11a, running Linux with madwi fi - ol d driver for Atheros
chipsets. In order to cover the entire building, we use the lowest bit
rate setting (6Mbps) which allows the longest range indoors. We
employ Click modular router [12]] to generate broadcast traffic for
all the measurements: delivery ratio, carrier sense and interference.
One particular feature that is needed for the measurement of carrier
sense is the tx feedback: the driver gives a report for each packet
submitted to the card - whether it was ACK-ed successfully, retried
to the maximum and dropped. For broadcast packets the feedback
only says that the packet made it on the air, as there is no ACK or
retry. This allows for each node to directly measure its access to
the medium, without the need of other receivers. For all measure-
ments, we collect rates in packets per second and divide them by
the nominal capacity of the channel, so that all the values handled
are between 0 and 1: delivery ratio, traffic sent out, damage pro-
duced by an interferer, etc. Broadcast at all bitrates is possible with
madwi f i, so this measurement method is not limited to the basic
6Mbps rate.

We run the procedure outlined in section accumulating the
structures cs;, df and df ; for all ordered triplets (i, 5, k). For n
nodes, bw? is an n x n matrix, usually asymmetric, containing the
throughput from node 7 to node k. Knowing the maximum capac-
ity lcap of a link, and assuming that bidirectional communication
is usually necessary, only links with good delivery ratio are consid-
ered for the rest of the experiments.



Number of nodes
w

1 2 3 4 5 6
CS neighbors

Figure 3: Histogram of carrier sense (CS) degree of nodes - on
average, 2.6 nodes are within CS range in a mesh of 20 nodes.
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Figure 4: Inset: relative positions of CS and interference ar-
eas. Graph: CDF of throughput achieved in the presence of
all possible remote interferers. These are the ones outside the
CS range of both the source 7 and the destination &, therefore
cannot be detected by ether the source or the destination. 70%
of the potential interferers allow the link to function at 95% or
more of its capacity, but this includes nodes outside the inter-
ference range of the link i — j. The other 30% of jamming
situation produce sizable damage on the capacity of the link.

bwk . . . . . .
o dF = z;’;}, is the delivery ratio for each directional link, nor-

malized to the interval [0,1].

o ETX;, = d,}di metric describing quality of a bidirectional
ik
link - the expected number of transmissions required to send

a packet from i to k or from k& to 4.

Assuming an ETX [[13] value of 4 as a cutoff point, we are left with
only 19 bidirectional good’ links (a particular example of a bidi-
rectional link with ETX=4 is one for which delivery ratio in both
directions is 0.5). dﬁj is then a matrix p x n, where p is the number
of interesting unidirectional pairs - 38 in our setup. Each value in
this matrix represents the capacity of the pair in the presence of the
interferer.

The ¢s matrix contains a directional CS graph as described in
section In Figure B we see how the number of CS neighbors
is distributed among the 20 nodes - the average CS degree is 2.6
(compared to the average node degree with the *good’ links of 1.9).
These sources of interference are not the most dangerous, since
nodes in the carrier sense range take turns in sending packets, as
opposed to nodes in interference range (hidden terminals).

The most critical question for any link is how many interferers
are out there, and how bad are they? In Figure B we look at po-

=

=
o N

Mean number of potential interferers

N A O 0

0.2 0.4 0.6 0.8 1 2

CDF of throughput with interferer

Figure 5: Cumulative distribution of the number of possible in-
terferers and the amount of damage they produce. Nodes out-
side interference range are not included. On average, there are
2 interferers which reduce the capacity of the link to 60% or
less.

tential interferers for all "good’ links. The inset picture shows a
source 4 and a destination & with their respective CS ranges. The
large gray circle around the destination ¢ labeled INT (i — k)
represents the area of potential interferers that can affect the trans-
mission i — k. We plot the CDF of all d}’; for the selected *good’
links, and all their potential interferers . The CDF does not include
interferers which are in CS range with the sender or the receiver
CS(i) U CS(k), but does include nodes which are far away from
both sender and receiver, outside of INT'(: — k). This last cate-
gory is the largest, as we see that more than 70% of the potential
interferers allow links to operate at more than 95% capacity. The
rest are real remote hidden terminals producing real damage on the
links - packets which are garbled at the destination.

Figure Bl shows the number of potential interferers and what ef-
fect they have on the link. Again, a large number of nodes (13
out of the total of 18 possible interferers) leave the capacity almost
intact, meaning that the interference range covers about a third of
our 20 node network. The real hidden terminals however are quite
present as well: there are on average 2 hidden terminals which re-
duce the link capacity to 60% or less. From the statistics we elim-
inated non interferers outside INT'(¢ — k). From the remaining,
we also eliminated nodes which are in CS range with the sender
CS(4), but allowed the ones which are in C'S(k): these are all
the effective hidden terminals (close and remote), contained in the
region INT (i — k) — C'S(3). In Figure B we also eliminated in-
terferers which produce less than 5% damage, to have a closer look
at the worst offenders. The sum of the first two bins in this his-
togram shows that there is on average one interferer which reduces
the throughput to 20% or less.

These statistics confirm that remote hidden terminals are a sig-
nificant presence even in a sparse wireless network like ours, with
an average degree of 1.9. These numbers are likely to be much
worse in a better connected network, as all the regions surveyed
here would be more populated. These remote hidden terminals will
adversely affect routing, channel allocation, and call admission, as
all these issues directly influence the amount of traffic on each link.
Previous work []] found that most interference is in the form of
carrier sense, and we attribute this to hardware / software differ-
ences: examining interference map (cs;; and dﬁj structures) we
found that the carrier sense range is almost perfectly overlapped
over the communication range for our hardware/software configu-
ration. This means that there are almost no cases when nodes are
in CS range, but no packet can fly across (node C in Figure[l). The
more important aspect however, is that interference range starts im-
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Figure 7: Time line: due to external factors, interference mea-
surements taken at different times cannot be compared. We
use a round robin scheme to alternate between measurements
and identify stable periods, which allow for meaningful com-
parisons.

mediately beyond communication range, which makes this testbed
appropriate for the study of remote interference - area designated
by node D in Figure [ is quite large. Two recent contributions
[Z0} [1T]] proposed modeling of the interference only on the basis
of packets which are successfully received between stations, easily
achieving O(n) complexity for measuring the interference for the
entire network. But this clearly ignores remote hidden terminals
which are out of the CS range of both sender and receiver, which
have a considerable effect even in sparse networks as ours.

3.2 Interference properties

After having established the extensive presence of both close and
remote hidden terminals, we set to explore in more depth equation
@). Some of its more useful features are the linearity with respect
to interferer rate, shown by the presence of s; inside the product,
and the linearity with respect to source rate, which is implied by
the absence of s;. For these measurements we want to compare the
achieved throughput for different source/interferer rate, but how
relevant is this comparison if the measurements are not taken at
the same time? In most situations we want to compare configu-
rations that cannot possibly be ran at the same time because they
inherently affect each other - and this is always the case with inter-
ference measurements. In addition, the wireless medium is highly
variable indoors, depending on the level of human activity. Both
these factors make the measurement of the interference difficult to
setup, reproduce, and interpret.
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Figure 8: Delivery rate with one interferer. Top: in most cases,
the achieved throughput in packets per second is linear with
the sending rate for the entire range of sending rates. Bottom:
low rate flows from the source are not affected by the interferer,
but for higher rates, the behavior is still linear.

3.2.1 Measurement methodology

The methodology we use is to have a round robin of short runs
for each experiment (E1, E2, E3, E1, Es, ...) over longer periods
of time in order to identify stable periods during which external
conditions do not vary much and measured values show some sta-
bility. During those periods, we may compare the results of experi-
ment E, with the results of experiment E-, even if they are not run
exactly at the same moment, assuming that conditions were com-
parable since each measured value shows stability. This method
of comparison is important especially for the experiments which
would conflict over resources. One example is using the same
channel by two cards over the same period of time, as in section
Another one is testing the same source-destination pair of
cards over different channels as in section B2Z8l In all the experi-
ments, there is a time sharing between the experiments so that each
experiment has exclusive use of the resource, and yet its result can
be compared with a virtually parallel experiment using the same
resource.

For example, we setup three nodes - source, destination, and in-
terferer to operate on the same channel in 802.11a, using the 6Mbps
rate to send 200 byte packets in broadcast mode. The channel ca-
pacity for this setup (packet size, bit rate, SNR) is about 2300 pps
(packets per second) for broadcast packets - no ACK, and no retry.
In addition to other measurements mentioned below, we record the
packet rate received by the destination under the conditions that the
source sends 1200 pps, and the interferer sends 1500 pps. In Fig-
ure[d we follow the delivery ratio at the destination over a period of
33 hours and attribute the high variation to external factors (mov-
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Figure 9: Anomaly: packets sent at higher rate use a lower
signal strength, yielding in a lower delivery ratio. This behavior
is persistent for many hours.

ing people, doors). There is no institutional use of 802.11a in our
building, and to the best of our knowledge there is no unaccounted
traffic on the channels used. While there are large variations in
the delivery ratio, we used times 8-12 and 24-32 as relatively sta-
ble periods to investigate for our purposes. In fact, all the following
measurements were performed during the above time line, virtually
time-sharing with the experiment in Figure [

3.2.2 Linearity with source and interferer rates

In the Figure Bltop) we vary on the horizontal axis the sending
rate of the source from 300pps to 2400pps and measure the deliv-
ery rate for four packet rates of the interferer: 500,1000,1500, and
2000, represented by separate lines in the graph. Each point also
shows the standard deviation over all the samples used. Because
curves are mostly straight, we infer that delivery ratio is stable for
different sending rates of the source. For example a delivery ratio
of about 83% is maintained for the top curve when the source sends
between 300 and 2100pps, and the interferer sends at 500 pps. The
source and the interferer are confirmed to be outside each other CS
range by periodical verification of sustained simultaneous output of
2300pps. Figure Blbottom corresponds to period 24-32, and Figure
Bltop to period 8-12, which we deemed as stable for the purposes
of comparing results. For period 8-12, we can see that the linearity
with respect to sending rate is not followed anymore, especially for
low packet rates. Specifically, when the source sending rate is be-
low 1200pps, the transmission is not affected by the interferer. The
anomaly we believe is caused by a behavior of the Atheros chipset
which sends weaker packets when the packet rate is high. A sepa-
rate 16 hours experiment measuring delivery ratio between another
source and a destination (Figure @) shows that for longer than 10
hours, the higher packet sending rate (2100pps) consistently gets
a lower delivery ratio than the lower sending rate (1800pps). We
found that there were 5dB more for the signal strength of the slower
rate, thus justifying the results shown at the bottom of Figure
This and other nonstandard features of Atheros based chipsets are
confirmed by other researchers [[14]], and mostly explained by ag-
gressive power saving implementations.

Fortunately, this behavior is sporadic, and in most cases we can
observe the linearity of the interference with respect to the send-
ing rate of the sender. Although somewhat visible in Figure 8 the
linearity with respect to interferer rate is plotted in Figure [0 for
two different interferers. The source sent 2300pps for all exper-
iments, whereas the cumulative interferer rate is shown horizon-
tal axis. For the middle curve both interferers sent simultaneously
each with half the rate, showing that independent measurements for
each interferer can be used to derive the effect of several interferers
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Figure 10: The amount of interference is linear with respect to
interferer rate. Separate interferers acting simultaneously also
create interference that is linear with their combined rate.
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Figure 11: Even with anomalies in power of emitted packets, ef-
fect of interferer is linear with respect to sending rate for single
interferers, and for combinations of two.

sending concurrently. This linear combination of effects of differ-
ent interferers is also maintained even in the case of anomalous
delivery cases mentioned in the previous paragraph, as shown in
Figure Dl One of the interferers produces almost negligible dam-
age, while the second one is worse for high rates at the source, but
their combined effect is piecewise linear.

3.2.3 Independence of different interferers

The other crucial aspect of the model we propose (equations ()
and @) is the fact that interferers have effects that are independent
of each other. Basically, the probability of a packet being delivered
in presence of several interferers is the product of delivery proba-
bilities when the interferers act in isolation. This is the major rea-
son why the network wide interference can be characterized with
a small number of measurements: the ability to combine simple
measurements for isolated interferers to predict the effect of possi-
bly every node sending, as it happens in a network under normal
use.

In a separate 34 hour experiment we verified that the delivery
ratios with two different interferers can be treated as independent
variables across various delivery ratios in time. We send data from
a source S and two interferers J1 and J2 at the maximum capacity
for several situations:
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Figure 12: Top: History of access to the medium for the in-
terferers and the destination. Middle: delivery ratios sampled
independently for each interferer. Bottom: When both inter-
ferers are active, measured delivery ratio confirms the indepen-
dence of the two interferers .

S—D: verifies the nominal capacity of the link

e S,J1 — D: measures the capacity with J1 alone

S, J2 — D: measures the capacity with J2 alone

S, J1, J2 — D: measures the capacity with both interferers,
monitors the CS between S,J1, and J2

e J1,J2, D: monitors the CS relation between the J1, J2, and D

The placement of the source, destination and the two interferers
is set such that the source cannot sense the carrier of any of the
two interferers, so it is always sending at full throttle. On the des-
tination side, interferer J1 is far enough not to defer to any node
(Figure 2 top). The second interferer has a clear deferral period,
and an independent period. The destination (shown with dots and
also with a smoothed graph, because of high variation) experiences
a more ambiguous situation with respect to the interferers in which
it senses either none, one, or both of the interferers throughout the
course of the experiment. The middle of Figure [2shows the deliv-
ery ratio achieved with each interferer independently, ranging from
20% to 100% depending on the time, and position of the interferer.
We chose this scenario from a larger set of experiments with sim-
ilar placement of nodes because its diversity makes it appropriate
for verifying the independence assumption between the two inter-
ferers.

In the bottom figure, we plot the measured delivery ratio with
both interferers active, together with the product of the delivery ra-
tios measured separately. We see that the modeled value is highly
correlated (0.96) with the measurement, indicating real indepen-
dence. More than actual correlation, the value inferred as the prod-
uct of the separate delivery probabilities closely tracks the mea-
sured delivery probability with J1 and J2 active.

Finally, we verify the accuracy of all aspects of equation @) in a
3.5 hour long experiment that is similar to the one in the previous

Delivery ratio

° 0 10 20 30 40 50 60 70 80 90 100
sample

Figure 13: A source and two interferers send data at random

rates - we sort the experiments based on delivery ratio achieved.

Using equation @), we predict the delivery ratio based on sepa-

rate measurements for each interferer. The correlation is quite

high (0.97) but the model overvalues the delivery ratio by about
4.5%.

paragraph, except that both the rate of the source and the rates of
the interferers are selected randomly and independently in the in-
terval [0..1], from a uniform distribution. The delivery ratio for the
non interfered link is around 95% for the entire length of the exper-
iment, but with the presence of both interferers, it can drop below
5% as seen in Figure[[3 The analytical model using delivery ratios
measured for independent interferers df; closely follows the val-
ues measured for two simultaneous interferers. Although it tends
to overestimate the delivery ratio for higher values, it has a good
correlation (0.97) with the measured data. For the entire duration
of the experiment the interferers are out of the carrier sense range
of each other and of the receiver. After each interference measure-
ment, a separate broadcast of both interferers and the receiver was
run to confirm that the interferers are able to send at maximum
throughput, therefore do not defer to the receiver or each other.
The receiver however is carrier sensing one of the interferers for
the duration of the experiment. This shows that a combination of
interferers can be modeled with around 5% error in delivery ratio
when only measurements for individual interferers are available.

After the validation of equation @), which is the main way of
reducing the measurement complexity of the interference map for
one channel, we turn to other aspects of interference: first, we show
that an approximation of the cs;; structure can be inferred if posi-
tions of the nodes are known. Second, we look at the complexity
of the interference map for the multiple card case.

3.2.4 Correlation with distance

Since producing the interference map has high cost (O(n?) net-
work down time), it would be desirable to produce at least a good
approximation of it by some cheaper method. Knowing that in the-
ory interference range is linked to the communication range, we
want to see how predictable the interference is for our particular
indoor setup with respect to distance. In most static networks when
access points are deployed in a building, a map association is usu-
ally available so that distances can be estimated with reasonable
precision from a map drawn at scale. We used a map of our build-
ing as the one shown in Figure &} and assigned coordinates to each
node based on its relative position, and using the known dimensions
of the building. We then associated each measurement d¥ with the
distance between ¢ and k. In Figure [[4 we see that delivery ratio
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Figure 15: Carrier sense depends strongly on distance.

is very weakly correlated with distance, and this corroborates well
with other findings in literature showing that delivery ratio (and
also signal strength) and distance do not correlate well [15]. For
carrier sense however, distance is a much better indicator - Figure
@A plots csi; + csji, so that a value of 1 indicates carrier sense,
while a value of 2 indicates independence. CS on 802.11a 6Mbps
shows a well defined threshold at 18m for indoors 802.11a. This
means that at least part of the O(n?) complexity can be avoided by
getting an estimate of the CS graph based on the distances between
access points or mesh nodes.

In Figure [I6l we look at the relation between the damage pro-
duced by hidden terminals and distance. The damage produced
to communication 7 — k& by a hidden terminal j is computed as

k

1- ddi;j . Interferers in CS range of the source or destination are
excluded. Although the amount of interference and distance are
correlated (cor=-0.61), the correlation is not strong enough to pro-
duce a prediction based on distance. For example, for a hidden ter-
minal at 30m, we cannot really say what amount of damage it will
cause. We also examined correlation of the damage with ratio of
distances (4%)? as classical communication theory would indicate,
but the obtained correlation is weaker (cor=-0.29).

As mentioned in section Z2 the O(n?) complexity is driven by
both measurements of carrier sense and of hidden terminals. The
conclusion of these distance based statistics is that while we can
infer a non-directional CS graph just by using coarse node posi-
tions, the hidden terminals effect is not sufficiently correlated with
distance. Therefore, pairwise measurements would still be neces-
sary to measure receiving interference, so in the process, they might
collect the CS directional graph as well.
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Figure 16: Effect of the hidden terminals is correlated with dis-
tance, but not strong enough for a prediction.

3.2.5 Consistency acrossinterfaces

In all the experiments so far we considered that all nodes have
one available wireless card, tuned to the same one channel for the
entire mesh. For scalability reasons however, it is desirable that
each node use several cards tuned to different channels. The alloca-
tion of channels and channel reuse will clearly affect the amount of
interference, and this is one of the main targets of producing an in-
terference map. A solution to channel allocation assigns a channel
to each card so that connectivity is preserved and higher through-
put becomes available. Several solutions have been proposed in the
literature [4}, 16, @7, 18, [19], but all implicitly assume that links
may use any card in the same machine, implicitly assuming they
are equivalent in terms of their interference patterns.

To verify this hypothesis, we measured delivery ratios for each
pair of nodes in a group of 4 nodes for a total duration of 110 hours
spread over a period of two weeks. Two sets of measurements were
taken for two ’parallel’ networks - one created over ath0 interfaces,
and the other over athl. In more than half of the links measured,
the delivery ratio across one interface is completely different from
the other one in both quantity and quality, even if the channel used
is the same. In figure [ we follow one particular pair of paral-
lel links with series of measurements spanning the entire period,
comprising of a mix of busy weekday mornings and quiet weekend
nights. We can see that while the link across ath1 interfaces shows
solid performance across the entire period, the link across athO in-
terfaces ranges from acceptable to less than 10%, and from steady
to highly variable in the samples taken. The differences in the other
11 directional links (obtained among 4 nodes) ranged from high
variation to steady delivery and from maximum capacity to no link
- in fact half of these links showed differences like those in Figure
[ or worse. Given that the wavelength of 802.11a is about 6cm, it
is very likely that shadowing and multipath would create variation
between points that are that close. Our antennas are spaced 40cm
apart, and as the experiments confirm, there is very little correlation
between the performances of cards in the same node.

These measurements show that between two communicating nodes,
we cannot consider a logical link that can use any two pair of in-
terfaces. In fact, each of the four physical links between two nodes
has to be treated as a different link, and we conclude that for the
purpose of the interference map, each physical link has to be
measured separately.



Wed Jul 26 14:23:07 EDT 2006

Wed Jul 19 14:30:44 EDT 2006

Fri Jul 21 22:46:36 EDT 2006
T

§2000 ‘ 1 1L i

ngOO B B i
2

'810007 N 4k il
9]
>

T 500 - 1T 1 B
[a]

S - S ) SRR | St SR | | G

0 2 10 12 140 10 20 50 600 2 4 6 12 14 16 18

30
Timelhl

8 10
TimeTlhl
Mon Jul 31 12:28:58 EDT 2006

T

I e

8§ 10 12 14 16
Timerhl

3 4
Timelhl

Figure 17: Delivery ratio sampled for a total of 110 hours spread over a period of two weeks. Delivery ratio differs widely across
interfaces. Channel allocation algorithms may not assume equivalence of link performance based on sampling of links from a single

interface.

3.2.6 Consistency across channels

Another assumption made by channel assignment solutions that
employ variations of edge or vertex coloring schemes is that car-
rier channels are basically equivalent - so they can be assigned any
color (channel). This assumption also turns out to be too optimistic,
at least for the case of 802.11a. In Figure[I8 we examine a 28 hour
trace of delivery ratios across channels 36, 44, 52, 64, 149, 157 and
165 under the same conditions used in previous experiments. The
last three channels (recommended for outdoors) performed worse,
all having an almost negligible delivery ratio, barely visible next
to 0; channel 64 had 100% performance and is not visible at the
top. Channel 44 also shows a strong and consistent performance
maintaining 80%-90% delivery ratio throughout the day. 36 and 52
showed periods of stability mixed with periods of high variation,
but even during the stable periods, the performance across channels
differs greatly. The high variation experienced by channels 36 and
52 is all happening when other channels show steady (high or low)
performance. In order to validate these results, we ran additional
measurements for different sets of nodes, different power settings,
and with longer settling time after the channel switch, but are not
including them for the sake of brevity. As in the card compari-
son, the consistency across channels is rather the exception than
the rule, with very few cases in which a link performs the same
across all frequencies. We conclude that for the purposes of inter-
ference map, possible channels of any link have to be measured
separately.

4. DISCUSSION AND SUMMARY

The most relevant works in this field are [, [2] and [10} 11]]. We
extend the work in [1]] by clearly defining the interference map as a
collection of: delivery ratios, carrier sense matrix, and hidden ter-
minal matrix and by modeling the effect of multiple interferers. We
characterize the complexity of gathering the map, and propose an
analytical model to allow the use of pairwise measurements. The
model reduces measurement complexity by using certain properties
of interference: linearity with respect to source rate, interferer rate,
and independence of multiple interferers. [2] looks at remote in-

terferers (out of CS, that produce damage), and "no impact’ nodes
which produce no damage. Their numerical results are properly
captured by our model: remote interferers — can be combined in
a linear fashion using relation @); 'no impact’ nodes - although
they may become interferers when acting together, the occurrence
is very rare. In addition, we show that the occurrence of remote
interference is quite severe, phenomenon which is prone to rise
with increase in deployment density. The remote interferers are
ignored in [10] 1] by considering only the ones from which sig-
nal strength can be read. Signal strength however can only be used
when packets are received properly, which means inside communi-
cation range. We model interferers outside communication range,
which can be inside CS for sending interference, or inside interfer-
ence range for remote hidden terminals (these are the causes of the
O(n?)complexity).
However, our model also has a few drawbacks:

e requires a global view of the network. This stems from the
fact that interference has non local effects which we believe
are best tackled in a global, centralized manner. However,
many measurements can be performed in a distributed, asyn-
chronous fashion. For example, delivery ratios d¥ between
nodes can be monitored passively on live traffic. Carrier
sense and hidden terminal measurement require network down

time to obtain dfj, but they can be performed one triplet at a

time, during periods of relative silence in an area between i

and j.

e only models CBR traffic. This limitation is an attempt to
eliminate the time factor from the model. Because each flow
of traffic is a potential creator of interference somewhere else
in the network, non constant flows such as TCP would cre-
ate highly variable interference patterns for otherwise steady
conditions. Voice networks handle only CBR traffic, and also
have stringent loss requirements, so are good candidates for
the controlled interference environment proposed here.

e is verified extensively only for 802.11a networks. If den-
sity of WiFi devices increases at the current pace, one way
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Figure 18: Delivery ratio differs widely across channels. Chan-
nel allocation algorithms may not assume that channels are in-
terchangeable in terms of performance.

to increase bandwidth per area is by using more independent
channels, and more cards. While 802.11b allows for only
three orthogonal channels, most chipsets also suffer from
electrical interference so that two cards must be at least 60cm
apart, regardless of the channel. Depending on regulations,
in 802.11a there are 12 orthogonal channels available and we
found the electrical interference to be almost negligible.

e requires network down time. The very core of measuring in-
terference is to quantify the effect other nodes have over a
particular communication. Therefore any uncontrolled traf-
fic has the potential of skewing the effects produced by an
interferer: it can either increase the packet drop at the desti-
nation, or it can have the opposite effect, by contending for
the medium with the interferer, and therefore produce a bet-
ter delivery ratio at the destination.

The main factors driving the complexity of measurement of the in-
terference map are the pairwise style measurements, and the asym-
metries of the cards and channels. Pairwise measurements are the
direct way of determining dﬁj (the delivery ratio from i to k£ when
j is interfering) when j is not in contact with either & or 7. Since
no packets from j can be received at &k or 4, no delivery ratio, or
signal strength can be employed to determine the potential damage
j can produce. In this case, generating traffic from j is a reliable,
albeit costly way of gauging its effect over ¢ — k& communication.
Obviously, for networks spreading over a wide area, only nodes
in a circular region around the receiver are candidates for being re-
mote interferers, so the complexity in these cases instead of O(n?),
becomes just O(n) - with a constant depending on the size of inter-
ference range. However, for setups that are small in area, but large
in the population of wireless nodes, the potential interferers can be
in a large fraction of the network. In our testbed, about one third of
the nodes can interfere, so effectively, the complexity is still O(n?)
— for the single card case.

The second cause of complexity is the asymmetry in card / chan-
nel behavior: we conclude that a more accurate estimation of the
time complexity to obtain the interference map for all channels and
across all possible links should be adjusted to O( fcn?) where ¢
is the number of cards, and f the number of available orthogo-

nal channels (the total number of experiments would be O(fc?n?)
but a node can run ¢ at a time whem f > ¢). This is a consider-
able difference from the original O(n?), given the desirability of
large number of cards to make use of the channel parallelism and
decreased range/ increased density of 802.11a. To put this into per-
spective, a 20 node network, one card, one channel, 20 second mea-
surements and associated overheads required for our experiments
about 2.5 hours of network downtime - corresponding to O(n?).
If we consider for example the case of a dual card 802.11a node
(f = 12 and ¢ = 2), the required downtime becomes unaccept-
able.

41 Summary

We proposed a model for interference in dense wireless net-
works that enables a low complexity procedure to collect the in-
terference map in one card networks. We confirmed experimen-
tally that interference measurements for isolated triplets of nodes
(source/destination/interferer) can be used to predict the damage
from several simultaneous interferers. The interference from dis-
tant interferers behaves linearly with respect to rate of the source
and rate of the interferer, and shows independence between inter-
ferers. The most important result is that behavior of complex in-
terference scenarios can be estimated based on measurements that
have relatively low complexity O(n?), which could otherwise de-
pend exponentially on the group size. On the negative side, mea-
surement of the interference map faces asymmetries in the card and
channel behavior, which make the complexity still prohibitive for
dense multiple card networks.
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