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ABSTRACT

The sharing of personal data has emerged as a popular ac-
tivity over online social networking sites like Facebook. As a
result, the issue of online social network privacy has received
significant attention in both the research literature and the
mainstream media. Our overarching goal is to improve de-
faults and provide better tools for managing privacy, but we
are limited by the fact that the full extent of the privacy
problem remains unknown; there is little quantification of
the incidence of incorrect privacy settings or the difficulty
users face when managing their privacy.

In this paper, we focus on measuring the disparity be-
tween the desired and actual privacy settings, quantifying
the magnitude of the problem of managing privacy. We de-
ploy a survey, implemented as a Facebook application, to
200 Facebook users recruited via Amazon Mechanical Turk.
We find that 36% of content remains shared with the default
privacy settings. We also find that, overall, privacy settings
match users’ expectations only 37% of the time, and when
incorrect, almost always expose content to more users than
expected. Finally, we explore how our results have potential
to assist users in selecting appropriate privacy settings by
examining the user-created friend lists. We find that these
have significant correlation with the social network, suggest-
ing that information from the social network may be helpful
in implementing new tools for managing privacy.

Categories and Subject Descriptors

H.5.m [Information Interfaces and Presentation]: Mis-
cellaneous; H.3.5 [Information Storage and Retrieval]:
Online Information Services— Web-based services

General Terms

Measurement, Experimentation
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1. INTRODUCTION

Nearly half of the users who have access to the Inter-
net are members of some online social network network
(OSN) [6], resulting in a fundamental shift in the patterns
of context exchange over the Web. The result of this shift
is that instead of just being content consumers, individual
end users are now required to be content creators and man-
agers. Today, for every single piece of content shared on
sites like Facebook—every wall post, photo, status update,
and video—the uploader must decide which of his friends,
group members, and other Facebook users should be able to
access the content. The per-user average of 130 friends and
80 groups and events [21]—compounded with the average
90 pieces of content uploaded per user per month [21]—has
turned the task of simply managing access to content into a
significant mental burden for many users. As a result, the
issue of privacy on sites like Facebook has received signifi-
cant attention in both the research community [12,25,27,29]
and the mainstream media [1-5,8,9].

Our overarching goal is to improve the set of privacy con-
trols and defaults, but we are limited by the fact that there
has been no in-depth study of users’ privacy settings on sites
like Facebook. While significant privacy violations and mis-
matched user expectations are likely to exist, the extent to
which such privacy violations occur has yet to be quanti-
fied. In this paper, we take the first steps towards address-
ing the problem by analyzing the current state of affairs on
Facebook. In particular, we center our analysis around two
questions:

e What are the ideal privacy settings desired by users?
How close are these to the actual settings that users
have?

e [s there potential to aid users in selecting the correct
privacy settings for their content? Can we reduce the
mental burden on users by automatically grouping oth-
ers into meaningful groups for expressing privacy set-
tings?

Since we wish to examine whether users’ desired privacy
settings differ from their existing settings, we need to ask
users detailed questions, i.e., survey them. Thus, we design a



survey (implemented as a Facebook application) that exam-
ines users’ current privacy settings and queries users about
their desired settings.! In order to scale to a significant
number of Facebook users, we recruited users to participate
in the study using Amazon Mechanical Turk (AMT). We
automatically crawled the existing privacy settings of each
piece of uploaded content for 200 users, resulting in 116,553
observations of existing privacy settings. Additionally, each
of the users answered survey questions about their desired
privacy settings for up to 10 of their photos, resulting in a
total of 1,675 measurements of desired settings.

In brief, we find that the current Facebook privacy set-
tings match users’ expectations only 37% of the time, in-
dicating that current settings are incorrect the majority of
the time. More worrisome, when the settings are incorrect,
they almost always tend to be more open than the users’
desired settings, exposing the content to more users than
expected. Additionally, we find that even when users have
changed their default privacy settings, the modified settings
only match expectations 39% of the time, indicating that
even the users who are more privacy-aware have difficulty
managing and maintaining their privacy settings correctly.
Finally, we demonstrate how our results suggest a poten-
tial way forward by showing that many user-defined friend
lists (similar to the Circles feature on Google+ [10]) have
significant correlation with the structure of the social net-
work. This suggests that the membership and maintenance
of friend lists may be aided through the use of community
detection algorithms [16,19, 35, 36, 38].

The remainder of this paper is organized as follows: Sec-
tion 2 provides a brief overview of related work on measur-
ing privacy in OSNs. Section 3 describes our data collection
methodology and data set statistics. Section 4 analyzes our
survey data, focusing the relationship between the actual
and desired privacy settings. Section 5 focuses on potential
ways to aid user privacy management and Section 6 provides
a concluding discussion.

2. BACKGROUND

In this section, we briefly provide background on Face-
book’s privacy model before discussing studies of OSNs pri-
vacy and studies that recruit users from AMT.

2.1 Facebook’s privacy model

At the time we deployed the survey, Facebook allowed
users to manage the privacy settings of uploaded content
(photos, videos, statuses, links and notes) using five differ-
ent granularities: Only Me, Specific People, Friends Only,
Friends of Friends, and Everyone.? Specific People allows
users to explicitly choose friends (or pre-created friend lists,
discussed below) to share content with. The default or
“recommended” privacy setting for all content is Everyone,
meaning users share their content with all 750 million Face-
book users [7] if they decline to modify their privacy settings.

Facebook allows users to re-use Specific People privacy
settings via friend lists. Users create a friend list, add a
subset of their friends to it, name it, and can then select the

IThis study was conducted under Northeastern University
Institutional Review Board protocol #10-10-04.

2Facebook has since simplified their privacy setting options,
presenting only Friends and Everyone by default. The other
options are still available via Custom settings.
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list as a basis for privacy control. Friend lists are private to
the user who creates them, unless the user explicitly chooses
to display them as part of his profile.

The granularity of privacy settings varies according to con-
tent type. Photos are grouped into albums, and privacy set-
tings are specified on an album granularity (i.e., all photos
in an album must have the same privacy setting). For the
remaining content types, users can specify different privacy
settings for each piece of content.

2.2 User privacy

Privacy is an emerging challenge in OSNs, and a number
of researchers have examined different aspects of the privacy
problem.

Researchers have examined the privacy model of existing
OSNs, demonstrating that sites often leak numerous types
of privacy information [12,26,29]. A number of papers re-
port that users have trouble with existing extensive privacy
controls, and are not utilizing them to customize their ac-
cessibility [28,30,40]. Other work surveys users’ awareness,
attitudes, and privacy concerns towards profile visibility and
show that only a minority of users change the default pri-
vacy preferences on Facebook [11,22]. However, they do
not study to what extent the actual selected settings match
users’ preferences. There is also significant work that ex-
plores new approaches that can enhance the content sharing
privacy on OSNs [14,15,18,20,39].

There are several closely related papers which have mea-
sured the privacy considerations of different kinds of infor-
mation, such as News Feed [23], tagged photos [13], basic
profile information [32]. All of these papers demonstrate
the importance of the ease of information access in alleviat-
ing users’ privacy concerns. Madejski et al. [32] show that
privacy settings for uploaded content are often incorrect,
failing to match users’ expectations. There are two primary
distinctions between their work and ours. First, they rely
on text analysis to select content that is potentially privacy-
sensitive; doing so locates additional privacy violations but
prevents an overall estimate of the fraction of content that
has incorrect settings. Second, we directly compare the user
survey results to the in-use settings, instead of relying on
inferring the existing privacy setting though fake accounts.

2.3 Using Amazon Mechanical Turk

Most prior work uses small-scale surveys of locally re-
cruited users to study user attitudes towards privacy. This
approach affords more control over the surveyed population,
but also limits the scalability of the survey. In our work, we
take a different approach, recruiting users from Amazon Me-
chanical Turk (AMT), which offers the potential of greater
scalability and a lower cost of running experiments [33]. We
now give a brief overview of other studies that have recruited
users from AMT.

There have been multiple studies showing that the be-
havior of participants on AMT is comparable to the behav-
ior of laboratory subjects in more traditional economic and
psychological experiments [24, 37]. Considering that com-
pensation may affect the quality of survey results, Mason
and Watts [34] show that in online peer production sys-
tems like AMT, increased financial incentives increase the
quantity, but not the quality of work performed by partic-
ipants. These studies provide evidence that AMT offers a



INSTRUCTIONS

For the photo below, ideally, who would you like to be able to view and comment
on the photo?

USERS

Question: Please select the Facebook users who, ideally, you would like to be able
to view and comment on this piece of photo. For example, if you wish for enly your
friends Alice and Bob to have access, select Some of my friends and then select
Alice and Bob individually.

O Only me

O some of my friends

O All of my friends

O All of my friends’ friends
O Everyone in Facebook

_Submit )

Figure 1: Screenshot of our survey. Each user was
asked about 10 different uploaded photos.

potentially attractive way of quickly recruiting significant
numbers of survey users.

3. METHODOLOGY

We now describe our approach for collecting data from
Facebook users concerning privacy settings. We then detail
a few statistics of the collected data set, and examine the
demographics of the users who participated in our survey.

3.1 Approach

Our survey was hosted on a web server located at
Northeastern University, and is available at http://
socialnetworks.ccs.neu.edu/yabing. We designed our
survey as a Facebook application. By doing so, the applica-
tion is able to query Facebook to select content to query the
user about, as well as to collect the current privacy settings
for the user’s uploaded content. It is important to note that
all data collected is immediately hashed and anonymized;
no non-anonymized data is ever written to disk.

When the user begins the survey, he is shown a consent
form detailing the purpose and methodology of the exper-
iment and asked to provide optional demographic informa-
tion (age, gender, income, education level, and U.S. state).
Then, the user is asked to answer questions about the ideal
privacy settings of some of his uploaded content. Finally, the
survey collects information from the user’s profile, including
the privacy settings for all uploaded content (photos, videos,
statuses, links, and notes), any user-created friend lists, and
the structure of the user’s one-hop social network (i.e., the
friendship connections between the user’s friends).

The survey selects 10 photos to query the user about. In
order to ask the user about both benign and potentially
privacy-sensitive photos, the survey first randomly selects
up to 5 photos that have non-default privacy settings (i.e.,
photos where the user has previously modified the privacy
settings). Then, the survey chooses the remaining photos
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randomly from among all photos uploaded, regardless of pri-
vacy settings. For each photo, the survey asks the user who,
ideally, should be able to view and comment on the photo.
The user is presented with a number of options, which ap-
proximate the privacy settings currently allowed by Face-
book (abbreviations are used in the remainder of the paper):

e Only Me (Me) Indicating that the photo should be
private the user.

e Some Friends (SF) The user is asked which of his
friends should be able to access the photo. The user
can select friends individually from a list, or can specify
users using any friend lists they have created.

e All Friends (AF) Indicating that all of the user’s
friends should be able to access the photo.

e Friends of Friends (FoF) Indicating that all of the
user’s friends, and all of their friends, should be able
to access the photo.

e Everyone (All) Indicating that all Facebook users
should be able to access the photo.

A screenshot of our survey is shown in Figure 1.

One of the benefits of building the survey as a Facebook
application is the ability to quickly attract a large number
of diverse users. To do so, we recruited users using AMT.
We posted a Human Intelligence Task (HIT) describing the
application, and offered users $1 to add our application and
complete our survey. On average, we found that our survey
took users 6 minutes and 30 seconds to complete, implying
that completing our survey represented an average hourly
wage of $9.23.

There are a few limitations of our methodology that are
worth addressing. We focus on photos, as these represent
the most commonly uploaded content on Facebook and they
have the most diverse privacy settings. Additionally, we
only focus on content that is uploaded by the surveyed user;
content uploaded by other users (even if it concerns the sur-
veyed user) is not considered. However, Facebook applica-
tions are able to access all content uploaded by the user (i.e.,
the user cannot have a set of more privacy-sensitive photos
that are hidden from applications). Finally, we treat each
photo equally (in terms of the impact of an incorrect privacy
setting), even though certain photos are likely to be more
privacy-sensitive than others.

3.2 Data statistics

We now provide a brief overview of the data set that was
collected. We deployed our HIT to AMT on May 2nd, 2011,
and 200 users completed the survey. These users had an
average of 248 friends, and had uploaded an average of 363
photos, 185 status updates, 66 links, 3 notes, and 2 videos.
Only 45 users had uploaded fewer than 10 photos (of which
7 users had uploaded none). 81 out of our 200 users had also
created at least one friend list, with a total of 233 observed
friend lists. Thus, the average user who had created at least
one friend list had 3 friend lists.

3.3 User demographics

One potential concern with recruiting users from AMT is
the issue of bias; these users are unlikely to be a random

3We chose the compensation rate to be in line with recom-
mendations from existing literature, which recommends pay-
ing close to the U.S. minimum wage of $7.25 per hour [33].



Type | Count Me SF AF | FoF | Net | All
Photo | 65,182 <01% | 17% | 37% | 18% | 1.3% | 26%
Video | 428 0.5 5.6 32 11 3.5 48
Status | 37,144 0.1 9.7 35 4.5 3.4 47
Link 13,197 <0.1 5.4 36 9.2 2.0 47
Note 602 0.5 6.3 28 5.8 9.8 50
Total 116,553 <0.1% | 13% | 36% | 13% | 2.0% | 36%
Table 1: Existing privacy settings for all content
items. The different content types possess similar

privacy setting distributions, and the default (All
Facebook users) is selected for the plurality of the
items.

sample of the Facebook population. We first note that the
issue of bias is fundamental in user studies (e.g., psychology
studies often use college students, another biased popula-
tion), and our survey is no different. Nevertheless, we use
the self-reported demographics in order to help to under-
stand the nature and distribution of our user population.

In total, 195 (98%) users answered all demographic ques-
tions. We restricted our AMT user population to users only
in the United States, and we had users from 40 of the 50
U.S. states. The most popular states were California (11%),
Florida (11%), and New York (8.2%). We observed a slight
male bias, with 54% of our users self-reporting as male; this
differs from the overall U.S. Facebook breakdown of 42%
male [17]. The self-reported age ranged between 18 and 60,
with the median age being 24; this distribution is in-line with
the overall U.S. Facebook population [17]. Finally, the self-
reported yearly income level ranged from $0 to more than
$120,000, with the median being $10,000-$20,000. These re-
sults demonstrate a wide variety of users, and are consistent
with prior studies of AMT users [34].

One additional concern with our recruitment methodol-
ogy is that our AMT users might be a “close-knit” group of
friends, and not a more general sample of the user popula-
tion. To evaluate whether this is the case, we examine how
closely related our users are by examining the number of
users who are friends on Facebook, and the number of user
pairs with at least one common friend. Out of the 19,900
pairs of users [(*)°)], 11 (0.05%) were direct friends and 13
(0.07%) were not direct friends but had at least one friend
in common. Thus, our user population is not biased towards
one small region of the Facebook social network.

4. ANALYSIS OF PRIVACY SETTINGS

In this section, we begin by investigating the distribu-
tion of user-selected privacy settings. We then use our user
survey to compare the desired privacy settings and actual
privacy settings, quantifying the frequency of discrepancies.
Finally, in the following section, we examine the potential for
aiding users in managing privacy by automatically grouping
related users.

4.1 Existing privacy settings

We begin our analysis by examining the distribution of
existing privacy settings. For each user who completed our
survey, we collected the current privacy settings for all of
their uploaded content (pho‘cos‘i7 videos, statuses, links, and

4We do not consider the special album “Profile Pictures”, as
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Figure 2: Cumulative distribution of the fraction of
each user’s content that remains at the default pri-
vacy setting, for the five different content types. The
distribution differs across the content types; with
many users only having changed the settings for a
subset of their content.

notes). Table 1 presents an overview of the aggregated pri-
vacy settings.’

We make two observations. First, out of 116,553 content
items, 41,437 (36%) are shared with default privacy settings,
meaning they are each visible to over 750 million Facebook
users. This fraction is significantly higher than users indi-
cated they desire (20%, discussed below in Table 2), suggest-
ing that the users have not bothered to change the privacy
setting from the default. Second, while the various content
types show similar distributions, we note that photos have
the most privacy-conscious setting: photos have the high-
est fraction of Some Friends, All Friends, and Friends-of-
Friends, and the lowest fraction of Everyone. This suggests
that users are more aware of the privacy settings for photos,
implying that our survey below (which focuses exclusively
on photos) is likely to underestimate the frequency of pri-
vacy violations for other types of content (since we observed
that other types of content are much more likely to have
default settings).

Next, we take a closer look at the per-user settings dis-
tribution in order to determine the fraction of users who
have changed none, some, or all of their privacy settings
from the default. To do so, we calculate the fraction of
each user’s content that remains at the default setting; Fig-
ure 2 presents the cumulative distribution of this fraction
across our 200 users. We observe that the fraction of users
who have changed either all or none of their privacy settings
varies according to content type: for photos, this fraction is
43%, while for notes this fraction is 74% (implying that for
photos, for example, 57% of people have some, but not all,
of their photos shared with the default privacy setting).

4.2 Desired privacy settings

We now turn to examine the privacy settings that are de-
sired by users, with a focus on comparing the desired settings
with the current privacy settings. Recall that to measure the
users’ desired settings, we survey users concerning up to 10

the user’s profile picture is required to be publicly visible.
We also disregard a total of 60 additional photo albums con-
taining 7,540 photos for which the Facebook API returned
uninterpretable privacy settings.

®Note that we also include the legacy Networks (Net)
setting, indicating that all users in the same network (e.g.,
university or workplace) should be able to access the photo.
This setting can no longer be selected by all users.



Actual Desired setting

setting | Me | SF AF | FoF All | Total
Me 3 5 2 3 2 15
SF 3 12 28 3 0 46
AF 38 2 184 25 42 291
FoF 16 8 80 15 22 141
All 46 23 | 171 56 118 414
Total 106 50 [ 465 102 184 907

Table 2: Comparison of the actual privacy settings
and desired privacy settings for randomly-selected
photos. The shaded cells represent instances where
two are the same; this only occurs in 332 (37%, +
3.14%) photos. When the two are different, they are
more often shared with more users than desired (443
photos) than fewer users than desired (132 photos).

of their uploaded photos. Of our 200 surveyed users, 193
(97%) had at least one photo (and could therefore answer
at least one survey question) and 155 (78%) had at least 10
photos (and could therefore answer all 10 survey questions).
Additionally, Facebook also offers users the option of shar-
ing photos with Networks [41]. We disregard this feature
because many users are not members of networks and are
unable to select this setting; this affects approximately 1.3%
of photos. In total, our users answered questions concerning
1,675 photos (907 randomly selected photos and 768 random
photos with non-default privacy settings).

It is important to note that while we selected photos in-
dependent of the albums to which they are assigned, Face-
book’s privacy settings are per-photo album rather than per-
photo. We now briefly examine how many albums our ran-
dom photo selection strategy covered. In total, the ran-
domly selected photos came from 578 distinct albums. Our
users had a total of 752 albums, meaning that we covered
over 76% of all possible albums. Similarly, the non-default-
privacy-setting photos came from 449 distinct albums out
of 586 total non-default-privacy-setting albums, for a simi-
lar coverage of over 76% of all possible albums. Thus, our
strategy of randomly selecting photos did not bias our sur-
vey towards a minority of the albums.

We divide our analysis into two parts, first focusing on
a random selection of photos, and then focusing on photos
with non-default privacy settings.

4.2.1 Randomly-selected photos

Table 2 presents the results of our survey for the 907 ran-
domly selected photos, counting the number of photos with
each combination of desired setting (columns) and actual
setting (rows). First, we observe that for only 332 (37%, +
3.14%6) of photos do the actual and desired settings match;
indicating that 63% of the time, current privacy settings do
not match users’ expectations. Second, we observe that if
we focus on the 575 photos that have incorrect privacy set-
tings, 443 (77%, + 3.44%) of them are shared with more
users than desired. Third, and most worrisome, 296 (51%,
+ 4.09%) of the 575 photos with incorrect privacy settings
are incorrectly shared with all 750 million Facebook users.
Taken together, our observations indicate that the problem
of privacy management is endemic on Facebook—nearly two

S All reported confidence intervals represent 95% confidence
intervals.
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Actual Desired setting

setting | Me | SF AF | FoF | All | Total
Me 2 6 4 0 4 16
SF 2 12 29 8 11 62
AF 40 8 | 237 40 69 394
FoF 39 17 | 148 45 47 296
All 0 0 0 0 0 0
Total 83 43 | 418 93 | 131 768

Table 3: Comparison of the actual privacy settings
and desired privacy settings for photos with non-
default privacy settings. The shaded cells represent
instances where two are the same; this only occurs in
296 (39%, + 3.45%) photos. When the two are dif-
ferent, they are shared with more users than desired
(254 photos) with approximately the same frequency
as fewer users than desired (218 photos).

out of three of photos have incorrect privacy settings, and
over half of these are incorrectly shared will all other Face-
book users.

4.2.2 Photos with non-default privacy settings

One cause of the observations in the previous section are
poor defaults: since it is known that users do not always
adjust default settings, many of the photos could have in-
correct settings because users have not bothered to adjust
them. In order to shed light on the frequency of default
settings causing privacy violations, we turn to examine only
those photos which have non-default privacy settings. Since
these photos, by definition, have had their privacy settings
adjusted, we can see if the adjusted privacy settings better
match users’ expectations.

Table 3 presents the survey results for the 768 photos with
non-default privacy settings. We observe that the fraction
of correct privacy settings (296 photos or 39%, + 3.45%)
is approximately the same as the randomly selected photos.
This indicates that even photos where the user has explic-
itly adjusted privacy settings still do not match the users’
expectations the majority of the time. However, we also ob-
serve that the fraction of incorrect photos that are shared
with more users than expected (54%, £ 4.50%) is much more
even, when compared to the same fraction for randomly se-
lected photos (77%, & 3.44%). This suggests that while poor
privacy defaults cause photos to be shared with more users
than expected, users who are cognizant enough to modify
their settings still have significant difficulty ensuring their
privacy settings match their expectations.

4.2.3  Summary

Our analysis reveals that while users are uploading sig-
nificant amounts of content to Facebook, almost half of the
content is shared with the default privacy settings, which
expose the content to all Facebook users. Users in our sur-
vey reported that this was the desired setting only 20% of
the time, suggesting that the default settings are poorly cho-
sen. More worryingly, even for photos for which the privacy
settings have been modified by the user, the modified pri-
vacy settings match users expectations less than 40% of the
time. This strongly suggests that users are having trouble
correctly configuring their privacy settings and calls for new
tools to manage privacy.
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S. IMPROVING PRIVACY TOOLS

As our final point of analysis, we examine the potential
for assisting users in managing their privacy. Specifically, we
focus on friend lists, a mechanism for users to group their
friends that is similar to the Circles feature of Google+.
We explore whether the friend lists could be automatically
populated using community detection algorithms [16,19,35,
36,38] over the social network.

To do so, we examine the friend lists of our 200 surveyed
users using the Facebook API. The cumulative distribution
of the sizes of the 233 friend lists we examine is shown in
Figure 3(a). More than 50% of friend lists have more than
10 members, while 20% of the lists have more than 30 mem-
bers, which indicates the potential difficulties with manually
generating and maintaining such large lists of friends.

One potential solution to the challenge of privacy manage-
ment lies in leveraging the social links between the friends of
a user to automatically group them into communities, where
each community of friends can be used to create a friend list.
We illustrate this in Figure 3(b), where we used a commu-
nity detection algorithm [16] to automatically group the 144
Facebook friends of one of the authors into 8 friend lists.

For this approach to work effectively, users’ friend lists
need to correspond to tightly-knit communities in the net-
work graph. To verify the extent to which users in friend lists
form closely connected communities, we examine the nor-
malized conductance [31] of the existing friend lists, whose
value ranges from -1 to 1, with strongly positive values indi-
cating significant community structure. Prior studies of so-
cial network graphs have found that normalized conductance
values greater than 0.2 correspond to strong communities,
that could be detected fairly accurately by community de-
tection algorithms [31]. We analyzed the conductance values
for our 233 friend lists and we found a significant positive
bias. Over 48% of the friends lists have values larger than
0.2, suggesting that a large fraction of friend lists could be
automatically inferred from the social network.

6. CONCLUDING DISCUSSION

We now briefly discuss a few issues brought up in the
preceding analysis.

Automatically updating friend lists The results in Sec-
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tion 5 suggest that the social network can be automatically
leveraged to aid users in selecting groups of friends to share
content with. In ongoing work, we are developing Facebook
applications that use the social network to help users gen-
erate friend lists conveniently. This is complementary to
recent work on privacy “wizards” [18], which uses machine
learning algorithms to infer communities. One potential ad-
vantage of leveraging the structure of the social network is
the potential to easily update the friend lists as the user
forms or breaks friendships.

Measuring privacy In general, privacy is a hard thing to
measure, especially since it’s hard even for users themselves
to quantify. For example, photos alone are likely to have
wildly varying privacy requirements, depending on who is in
the photo, where it was taken, etc. In our survey, we simply
treated all privacy violations as being equal, even though
this is certainly not true in practice. In future work, we will
explore mechanisms for measuring the “importance” of the
various privacy violations, potentially by asking the users or
using machine learning approaches on content metadata.

Additionally, when measuring the users’ ideal privacy set-
tings, we are treating the users’ answers as ground truth.
This may not always be the absolute ground truth, as the
users’ answers may vary with time (as social relationships
change), or the users’ may have not fully thought through
the implications of a given setting. However, other user
studies [18] are subject to the same limitation.

Reasons for incorrect settings Due to space constraints,
we refrain from exploring why the privacy settings were in-
correct. However, we note that such a study is non-trivial:
just a few of the reasons for privacy violations include poor
human—computer interaction mechanisms, the static nature
of privacy settings, and the significant amount of work forced
on the user to maintain the privacy of their content. We
leave a full exploration of these to future work.
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is that people’s privacy settings are found to be often “incorrect”,
but it is unclear if this is meaningful. Perhaps people are not
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answers might evolve over time. The methodology does not admit
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may affect the quality of survey results; each user only took 6
minutes or so to finish the survey reported in this paper.

With the limited data set, the authors seem to have done a pretty
thorough job in analysis. However it seems a mismatch between
the goal of the authors and the results obtained. The paper started
with two interesting questions:

1. What are the ideal privacy settings desired by users? How close
are these to the actual settings users have selected?

2. Is there potential to aid users in their role as content managers?

By the end I did not see a convincing answer to either of the
questions.

Regarding question 1, it is unclear whether the quantitative
conclusion from this study is representative. There was not a
precise definition of the “ideal privacy setting”; what the paper
did was simply asking each user whether the setting matched
what each expected, and the answer was collected from a small
user set with unclear representative quality.

The paper spent most effort in addressing question 1; the answer
to question 2 was roughly sketched out in less than a page under
discussion, to examine whether the friend lists (to share content)
could be automatically populated using community detection
algorithms that have been proposed in a few recent efforts. The
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Response from the Authors

To address concerns over our sampling of random photos instead
of random photo albums, we include analysis of the number of
photo albums we cover for each user with our strategy (using our
collected photo album data from each participant). The results
show that our strategy of randomly selecting photos does not bias
our survey towards a minority of the albums; in fact, we cover
over 76% of all photo albums that our users had. To address
concerns over photo albums that the user may have hidden from
our application, we note that Facebook does not allow users to
mark certain photos as private to certain application. An
application either has access to all albums, or none.

We address reviewers’ concerns about the representativeness of
our user population in three ways. First, we point out that while
our sample size (200 users) is not particularly large (especially
when compared to the entire Facebook population), when
compared with many other Facebook-based user studies, we cover
more users. Second, to address any potential bias, we examine
some basic user demographics and find that our user population is
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not biased towards a single region of the U.S. or the Facebook
social network. Third, to better quantify the representativeness of
the results, we added 95% confidence intervals that demonstrate
that our results are statistically significant.

Finally, to address the higher-level issues of measuring privacy
and asking users, we note that, in general, privacy is a hard thing
to measure (especially since it is hard even for users themselves to
quantify). We acknowledge that asking users introduces unique
limitations, but note that we know of no other way to quantify the
privacy settings that users desire. We also suggest examining
ways of measuring the “importance” of each piece of content in
future work.

To address the questions over the underlying reasons for incorrect
settings, we provide a brief discussion and note that we are
exploring the underlying causes in ongoing work. Our purpose in
this study is to understand the frequency of unmatched privacy
settings and explore new techniques for aiding users; a proper
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settings is beyond the scope of this paper.





