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Differentiated Packet Treatment

Routing and Buffer .
Classification Policing Management Scheduling

aX
v

* Flows (Unit of service guarantee -- varying granularity)
e QoS Resources -- Link capacity and Buffer Space
o Scalability

— Processing time per packet versus number of flows

— State size versus number of flows

— — P
—> DI

- —>

Discard Discard



QoS Perfor mance Objectives
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QoS Allocation Schemes
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Design Space
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Benchmarks
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Rate Guarantees through buffer management alone
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Buffer Partitioning w. FIFO vs. WFQ

WFQ
Admissibility
Checks

FIFO
Admissibility
Checks

(Worst case comparison)

R >Sr. Bandwidth availability
B2>Ss, Buffer availability
R =Sr, Bandwidth availability

B>Ss,+(Sr;)B/R Buffer availability
Equivaently
B = Ss, /(1-utilization)




Experimental Setup

On-off source Regulator Buffer Manager Link
Scheduler
500K B
@ [ e @—
5M B 48M bps
Flow Token Token Mean Peak
Number bucket Rate Rate Rate
0 50 kB 2Mbps 2Mbps 16Mbps
1 50 kB 2Mbps 2Mbps 16Mbps
2 50 kB 2Mbps 2Mbps 16Mbps
3 100 kB 8Mbps 8Mbps 40M bps
4 100 kB 8Mbps 8Mbps 40M bps
5 100 kB 8Mbps 8Mbps 40M bps
6 50 kB 0.4Mbps AMbps 40M bps
7 50 kB 0.4Mbps AMbps 40M bps
8 50 kB 2Mbps 16Mbps 40M bps




Benchmarks

WFQ scheduling &
Buffer Management

FIFO scheduling &

WFQ Scheduling &
Q J Buffer Management

No Buffer Management

FIFO scheduling &
No Buffer Management



Aggregate Throughput

Buffer Partitioning vs. No Buffer Management
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L osses for conformant flows
Buffer Partitioning vs. No Buffer Management
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Aggregate Throughput

Buffer Sharing vs. No Buffer Management
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Throughput (Mbps)

Threughput (Mbps)

Excess Capacity Sharing
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The Hybrid Scheme

v/_\Flow —— Unit of buffer
allocation
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Protect individual flows
while sharing buffers
“Allocation” & “Headroom”

Fair Excess Capacity
distribution hased on “holes”
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Integrated Scheme
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Flow Isolation and Rate Guarantees
Integrated Scheme
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Excess Capacity Distribution
Integrated Scheme
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Conclusions

Thelntegrated Scheme
«Scheduling on afixed number of “Queues’ and buffer management
on the finer granularity of “Flows’
Rules of thumb for flow grouping
*Buffer sharing & flow isolation within asingle
use “headroom” to limit impact on conformant flows in buffer limited
system
*Empty buffers (holes) to regulate the sharing of excess bandwidth
flexible notion of fairness

*Flexibility to choose tradeoffs depending on operational
environment

«Some guantitative guidelines on the choice of design and
setting of parameters



