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Abstract

How to control hand-o� drops is a very important Quality-
of-Service (QoS) issue in cellular networks. In order to keep
the hand-o� dropping probability below a pre-speci�ed tar-
get value (thus providing a probabilistic QoS guarantee), we
design and evaluate predictive and adaptive schemes for the
bandwidth reservation for the existing connections' hand-
o�s and the admission control of new connections.

We �rst develop a method to estimate user mobility
based on an aggregate history of hand-o�s observed in each
cell. This method is then used to predict (probabilistically)
mobiles' directions and hand-o� times in a cell. For each
cell, the bandwidth to be reserved for hand-o�s is calculated
by estimating the total sum of fractional bandwidths of the
expected hand-o�s within a mobility-estimation time win-
dow. We also develop an algorithm that controls this win-
dow for e�cient use of bandwidth and e�ective response to
(1) time-varying tra�c/mobility and (2) inaccuracy of mo-
bility estimation. Three di�erent admission-control schemes
for new connection requests using this bandwidth reserva-
tion are proposed. Finally, we evaluate the performance of
the proposed schemes to show that they meet our design goal
and outperform the static reservation scheme under various
scenarios.

1 Introduction

Recently, there has been a rapid growth of e�orts in re-
search and development to provide mobile users the means
of \seamless" communications through wireless media. This
has made it possible to implement and deploy the current
cellular systems, PCS (Personal Communication Systems),
and some commercial wireless LANs like WaveLAN [11].
There has also been a great demand for broadband mul-
timedia communication involving digital audio and video.
A number of researchers have been looking into communi-
cation services with guaranteed QoS such as delivery delay
and link bandwidth in wired networks [1, 13, 16]. Limited
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e�orts to support QoS guarantees in wireless/mobile net-
works have also been reported [2, 3, 9]. In addition to packet-
level QoS issues (like packet-delay bound, throughput, and
packet-error probability) considered in [2, 3, 9], connection-
level QoS issues (related to connection establishment and
management) need to be addressed in wireless/mobile net-
works, because users are expected to move around during
communication sessions, causing hand-o�s between cells. The
current trend in cellular networks is to reduce cell size to ac-
commodate more mobile users in a given area, and it will
cause more frequent hand-o�s, thus making connection-level
QoS even more important.

One of the most important connection-level QoS issues
is how to control (or reduce) hand-o� drops due to lack of
available channels in the new cell, since mobile users should
be able to continue their on-going sessions. We will con-
sider two connection-level QoS parameters: the probability
PCB of blocking new connection requests and the probabil-
ity PHD of dropping hand-o�s. Ideally, we would like to
have no hand-o� drops so that on-going connections may
be preserved as in a QoS-guaranteed wired network. How-
ever, this requires the network to reserve bandwidth in all
cells a mobile might pass through; this is not possible in
most cases, because the mobile's direction is not known
a priori . Moreover, this per-connection/mobile reservation
will severely under-utilize, and hence quickly deplete, band-
width, which will, in turn, cause high PCB.

Each cell can, instead, reserve fractional bandwidths of
on-going connections in its adjacent cells, and this aggre-
gate reserved bandwidth (of multiple on-going connections)
can be used solely for hand-o�s, not for new connection re-
quests. The problem is then how much of bandwidth in
each cell should be reserved for hand-o�s. In this paper,
we present a predictive and adaptive scheme for bandwidth
reservation and admission control that keeps the hand-o�
dropping probability below a target value, PHD;target. Since
it is practically impossible to completely eliminate hand-
o� drops, the best one can do is to provide some form of
probabilistic QoS guarantees by keeping PHD below a pre-
speci�ed value. Our scheme is predictive as it estimates the
directions and hand-o� times of on-going connections in ad-
jacent cells, and adaptive because it dynamically adjusts the
amount of reserved bandwidth according to the estimation
results and the observed hand-o� dropping events.

To reduce hand-o� drops, researchers have also proposed
adaptive QoS schemes in which a connection's QoS can be
downgraded when there is an insu�cient bandwidth avail-
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Figure 1: Network topology among the MSC and BSs.

able in the new cell [6, 8].1 In fact, QoS adaptation can be
implemented independently of bandwidth reservation, and
when both are used together, bandwidth reservation is made
on the basis of the minimum QoS of each connection. In this
way, our scheme can be integrated with any adaptive QoS
scheme. The notion of bandwidth reservation for hand-o�s
was introduced in the mid-80s [5]. With this scheme, a por-
tion of the link capacity is permanently reserved for hand-
o�s. This reserved bandwidth is not allowed to be used for
new connections so that PHD may be kept lower than PCB.
We will henceforth call this a static reservation scheme. As
will be shown later, this static reservation scheme cannot ef-
fectively handle a variety of connection bandwidths, tra�c
loads, and users' mobility.

The rest of this paper is organized as follows. Section 2
describes the system speci�cation and states the assump-
tions to be used. The users' mobility estimation based on an
aggregate history of observations is presented in Section 3.
Section 4 describes the proposed predictive, adaptive band-
width reservation and three admission-control schemes. Sec-
tion 5 presents and discusses the simulation results of the
proposed and static-reservation schemes under various sce-
narios. Section 6 discusses related work, putting our scheme
in a comparative perspective. Finally, the paper concludes
with Section 7.

2 System Model

We consider a wireless/mobile network with a cellular in-
frastructure, comprising a wired backbone and a (possibly
large) number of base stations (BSs). The geographical area
covered by a BS is called a cell. A mobile,2 while staying
in a cell, communicates with another party, which may be
a node connected to the wired network or another mobile,
through the BS in the same cell. When a mobile moves into
an adjacent cell in the middle of a communication session,
a hand-o� will enable the mobile to maintain connectivity
to its communication partner, i.e., the mobile will start to
communicate through the new BS, hopefully without notic-
ing any di�erence.

A hand-o� could fail due to insu�cient bandwidth in the
new cell, and in such a case, a connection hand-o� drop oc-
curs. Here, we preclude (1) delay-insensitive applications,
which might tolerate long hand-o� delays in case of insuf-
�cient bandwidth in the new cell at the time of hand-o�;
and (2) soft hand-o� of the Code Division Multiple Access
(CDMA) systems [15], in which a mobile can communicate
via two adjacent BSs simultaneously for a while before the
actual hand-o� takes place. We propose to set aside some
bandwidth in each cell for possible hand-o�s from its adja-
cent cells. This reserved bandwidth can be used only for

1Reducing hand-o� drops is one role of adaptive QoS. Other roles
include reduction of PCB and better utilization of network bandwidth
by upgrading QoS if possible.

2We use the term \mobiles" to refer to mobile or portable devices,
e.g., hand-held handsets or portable computers.
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Figure 2: Indexing of cells.

hand-o�s from adjacent cells, but not by newly-requested
connections in the cell. A connection is speci�ed by its re-
quired bandwidth,3 and a newly-requested connection in a
cell requires a very simple admission test:

X
i

bi + bnew � C � Br; (1)

where C is the wireless link capacity, Br is the target reserva-
tion bandwidth, i.e., the required bandwidth to be reserved
for hand-o�s, bi is the bandwidth being used by an exist-
ing connection i, and bnew is the bandwidth required by the
newly-requested connection. Upon arrival of a new connec-
tion request, Br is updated predictively and adaptively |
before performing the admission test Eq. (1) on the request
| depending on the tra�c status in adjacent cells. Note
that Br is a target, not the actual reserved bandwidth, since
a cell may not be able to reserve the target bandwidth, i.e.,P

i
bi + Br > C. This can happen because a BS can con-

trol the admission of only newly-requested connections, not
those connections handed o� from adjacent cells.

Our bandwidth reservation is based on information from
adjacent cells such as the number of existing connections
and their bandwidth requirements. Thus, it is very impor-
tant to maintain inter-BS communications. The underlying
network topology for BSs can have mainly two possible con-
�gurations as shown in Figure 1. There is a node called
\Mobile Switching Center" (MSC), which covers a number
of BSs, and works as a gateway to and from the wide area
network. Figure 1 (a) shows a star-topology interconnec-
tion among the MSC and BSs, in which there are no direct
connections among BSs. This is a typical structure found
in the currently-deployed cellular networks. In this envi-
ronment, each BS delivers the information about existing
connections in its cell to the MSC. The MSC will then de-
termine the target reservation bandwidth in each cell, and
accordingly, will perform the admission test for each newly-
requested connection in a cell within its coverage. On the
other hand, Figure 1 (b) shows the case where BSs are fully-
connected. In this topology, BSs can communicate directly,
not via the MSC, and each BS can determine the target
reservation bandwidth, and hence, perform the admission
test for each newly-requested connection in its cell.

All cells around each cell A are indexed:4 A with 0, and
the others with numbers beginning with 1 as shown in Fig-
ure 2. Let Ci;j be connection j in cell i and b(Ci;j ) be
its required bandwidth. For simplicity, we assume that a
mobile cannot have multiple connections simultaneously, so
by an active mobile, we mean a mobile with one existing

3A connection in QoS-sensitive networks might be speci�ed by its
required bu�er space as well as bandwidth. However, in wireless net-
works, bandwidth (of wireless links) is the most precious resource, so
we consider the bandwidth reservation only. Bu�er space reservation
can be treated similarly to the bandwidth reservation considered here,
and admission control can be integrated with this bu�er reservation.

4This is the cell A's (or its base station's) centric view.



connection.5 The cellular system uses a �xed channel al-
location (FCA) scheme, and cell i has a wireless link ca-
pacity C(i). The unit of bandwidth is BU, which is the
required bandwidth to support a voice connection. A con-
nection runs through multiple wired and wireless links, and
hence, we need to consider bandwidth reservation on both
wireless and wired links for hand-o�s. However, we will
con�ne ourselves to reservation of wireless link bandwidth
in each cell, because routing and/or re-routing upon hand-
o� of a connection is beyond the scope of this paper. Our
scheme can be extended easily to include wired link band-
width reservation by considering the routing and re-routing
inside the wired network.

3 Mobility Estimation

We probabilistically model mobiles' hand-o� behavior and
estimate their mobility based on an aggregate history of
hand-o�s observed in each cell. In order to understand the
rationale behind our mobility estimation, let's consider the
usual road tra�c as an example:

O1. There are speed limits in most roads, and mobiles'
speeds usually are not much higher or lower than the
speed limits.

O2. In local roads, tra�c signals a�ect mobiles' movements
signi�cantly.

O3. During the rush hours, the speeds of all mobiles in a
given geographical area are closely correlated.

O4. In many cases, the direction of a mobile can be pre-
dicted from the path the mobile has taken so far.

From the above observations, we expect that the hand-o�
behavior of a mobile will be probabilistically similar to the
mobiles which came from the same previous cell and are
now residing in the current cell. Hence, we can predict the
next cell of a mobile and estimate its hand-o� time by utiliz-
ing an aggregate history of observations in each cell. Even
though the above observations were made from road tra�c,
the same method can be used for pedestrians because the
speeds of pedestrians won't be that much di�erent among
themselves. In a typical outdoor cellular network, there will
be both pedestrian and vehicular mobiles while in the indoor
case, there are mostly pedestrians or non-moving objects.

Another possibility is to use mobile-speci�c histories as
suggested in [8]. That is, each speci�c mobile's movement is
observed over time, then the mobile's direction in a speci�c
cell can be predicted by utilizing this observation. How-
ever, keeping track of each mobile's mobility over time is
too costly, and in many cases, mobile-speci�c histories are
not accurate enough to make good predictions. So, we pre-
clude the availability of such information.

3.1 Hand-O� Estimation Functions

We now develop a scheme to estimate and predict mobility.
This scheme will be executed by the BS of each cell in a
distributed manner. For each mobile which moves into an
adjacent cell from the current cell 0, the cell 0's BS caches
the mobile's quadruplet, (Tevent; prev; next; Tsoj), called a
hand-o� event quadruplet, where Tevent is the time when the
mobile departed from the current cell, prev is the index of
the previous cell the mobile had resided in before entering
the current cell, next is the index of the cell the mobile

5Hence, we will use the terms \connection" and \mobile" inter-
changeably throughout this paper.
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Figure 3: An example of periodic windows to obtain hand-
o� estimation functions with Nwin days = 2.

entered after departing from the current cell, and Tsoj is the
sojourn time of the mobile in the current cell, i.e., the time
span between the entry into and departure from the current
cell. Note that prev = 0 means that the departed mobile
started its connection in the current cell.

From the cached quadruplets, the BS builds hand-o� es-
timation function, which describes the estimated distribu-
tion of the next cell and sojourn time of a mobile, depending
on the cell the mobile stayed before. One can also imag-
ine that this probabilistic behavior of mobiles, especially in
terms of sojourn time, will depend on the time of day, e.g.,
the sojourn time during rush hours will di�er signi�cantly
from that during non-rush hours. We assume that the prob-
abilistic behavior will mostly follow a cyclic pattern with
the period of one day. A hand-o� estimation function, at
the current time to, is obtained as follows: for a quadruplet
(Tevent; prev; next; Tsoj) such that

to � Tint � nTday � Tevent < to + Tint � nTday; (2)

where Tint is the estimation interval of the function which
is a design parameter, Tday is the duration of a day, i.e., 24
hours, and n (� 0) is an integer,

FHOE(to; prev; next; Tsoj) := wn; (3)

where 1 � wn � wn+1, and wn = 0 for all n > Nwin days.
The weight factor wn is from the fact that the tra�c condi-
tion in a cell during a speci�c period of days can vary over
time. Nwin days is a design parameter so that the quadru-
plet observed more than (Nwin days � Tday + Tint) ago is de-
termined out-of-date, and not used for the hand-o� estima-
tion function. One can easily see that the hand-o� estima-
tion functions are a�ected by the hand-o� event quadruplets
within the periodic windows of duration 2Tint as shown in
Figure 3. Note that the duration [to; to + Tint] is missing in
the �gure because it represents a future time, which is not
meaningful in the de�nition of a hand-o� event quadruplet.

In practice, it is desirable to limit the number of the
quadruplets (1) used for the hand-o� estimation function
and (2) currently not used for the hand-o� estimation func-
tion, but cached for future use, e.g., those with to + Tint �
Tday < Tevent < to � Tint in Figure 3, in order to reduce
the memory and computation complexity.6 We de�ne the
maximum hand-o� estimation function size, Nquad, as the
maximum number of hand-o� event quadruplets used for the
hand-o� estimation function for each pair of (prev; next).
This implies that we don't need the quadruplets from pre-
vious days if we observed enough during the last Tint in-
terval. Up to Nquad cached quadruplets are used for the
hand-o� estimation with the following priority rule. First,
the quadruplet which satis�es Eq. (2) with a smaller n gets
higher priority. Second, among those satisfying Eq. (2) with

6The calculations for the mobility estimation will be dependent
on the number of the quadruplets used for the hand-o� estimation
function as will be shown in the next section.



ph(C0;j ! next) :=

8>><
>>:

P
Text soj(C0;j)<tsoj�Text soj(C0;j)+Test

FHOE(to;prev(C0;j);next;tsoj )P
next02A0

P
tsoj>Text soj(C0;j)

FHOE(to;prev(C0;j);next0 ;tsoj)
;

if
P

next02A0

P
tsoj>Text soj(C0;j)

FHOE(to; prev(C0;j ); next
0; tsoj) 6= 0;

0; otherwise:

(4)

1

2

3

4

5

6

index
cell
next

sojourn time Tsoj

Figure 4: An example of the footprint of the hand-o� esti-
mation function for prev = 1.

the same n, the quadruplet with a smaller jTevent � nTdayj
gets higher priority. Figure 3 shows an example that only the
quadruplets with the event times Tevent within the shaded
regions are used for the hand-o� estimation function ac-
cording to the priority rule, implying that the total num-
ber of quadruplets within the regions is Nquad. In order
to reduce the cache memory size, those quadruplets ob-
served at time t0, i.e., Tevent = t0, when the hand-o� es-
timation function at time t0 doesn't use any quadruplets
observed previous days are not cached for future use, be-
cause they are unlikely to be used for the hand-o� estima-
tion function next day. Note that those quadruplets (1) with
Tevent < to � Tint �Nwin daysTday and (2) not used for the
hand-o� estimation function during the last (Tday + Tint)
can be deleted from the cache memory.

There are other types of periodic and aperiodic patterns
to consider for mobility estimation. These will be observed
during weekends and holidays, and the mobility patterns will
be signi�cantly di�erent from those during weekdays. So,
another set of quadruplets will be cached for these special
days, and the hand-o� estimation functions for weekends, for
example, will be built using Eqs. (2) and (3) by replacing
Tday and Nwin days with Tweek = 7 (days) and Nwin weeks,
respectively. Figure 4 shows an example of footprint of the
hand-o� estimation function for prev = 1 without showing
the values of wn's. In the hand-o� estimation function in
a 3-dimensional space, the function is shown to have di�er-
ent heights, depending on the values of wn's. The example
is drawn from the same indexing as shown in Figure 2 (b).
From the footprint, we observe that cell 4 is the farthest
cell from cell 1 (i.e., the previous cell) through cell 0 (i.e.,
the current cell) among the adjacent cells of cell 0 since the
sojourn times before entering cell 4 are generally shown to
be among the largest. Note that the hand-o� estimation
function for a given prev can generate a probability mass
function for a two-dimensional random vector (next;Tsoj),
where next is the predicted next cell and Tsoj is the esti-
mated sojourn time in the current cell. How this hand-o�
estimation function is used to estimate the user mobility is
discussed next.

4 Predictive, Adaptive Bandwidth Reservation and Ad-
mission Control

We now describe predictive, adaptive bandwidth reserva-
tion and admission control to keep the hand-o� dropping
probability PHD below PHD;target by utilizing the hand-o�
estimation functions described thus far.

4.1 Bandwidth Reservation

Our approach is based on the estimated mobility during the
time window [to; to + Test], where to is the current time.
We consider the behavior of a mobile in the current cell.
The mobility of the active mobile with connection C0;j is
estimated with ph(C0;j ! i), the probability that C0;j hands
o� into cell i within Test.

The hand-o� probability can be computed using the hand-
o� estimation function as follows. The BS of a cell keeps
track of each active mobile in its cell via the mobile's ex-
tant sojourn time. The extant sojourn time Text soj(C0;j)
of connection C0;j is the time elapsed since the active mobile
with connection C0;j entered the current cell. Using Bayes'
theorem [12], the hand-o� probability ph(C0;j ! next) at
time to is calculated by Eq. (4), in which prev(C0;j) is the
cell which C0;j resided in before entering the current cell
and Ai is the set of indices of cell i's adjacent cells. The
equation represents the expected probability that C0;j hands
o� into cell next with the sojourn time tsoj which is less
than, or equal to, Text soj(C0;j) + Test given the condition
that tsoj > Text soj(C0;j ), which is the hand-o� probability
ph(C0;j ! next).

Figure 5 shows an example of calculating ph(C0;j ! 4),
when C0;j entered cell 0 from cell 1, using the footprint of the
hand-o� estimation function for prev(C0;j ) = 1, shown in
Figure 4. In the �gure, the values of FHOE(to; 1; next

0; Tsoj)
from all points at the right side of the vertical line at Tsoj =
Text soj(C0;j ) (i.e., in both dark and light shaded regions)
are summed to obtain the denominator in Eq. (4). Because
this value is not zero, the values of FHOE(to; 1; 4; Tsoj) from
two points in the dark-shaded region are summed to ob-
tain the numerator in Eq. (4). Then, we can complete the
calculation of ph(C0;j ! 4). Note that the mobile with con-
nection C0;j is estimated to be stationary (i.e., non-moving)
in cell 0 if there is no hand-o� event in the hand-o� estima-
tion function with a sojourn time larger than the connection
C0;j 's extant sojourn time, i.e., the denominator in Eq. (4)
is zero.

Now, using the probabilities of handing o� connections
into cell 0 from its adjacent cell i within Test (i.e., hand-o�
probabilities ph(Ci;j ! 0)), the required bandwidth Bi

r;0 to
be reserved in cell 0 for the expected hand-o�s from cell i is
obtained as:

Bi
r;0 =

X
j2Ci

b(Ci;j )ph(Ci;j ! 0); (5)

where Ci is the set of indices of the connections in cell i and
b(Ci;j ) is connection Ci;j 's bandwidth. Finally, the target
reservation bandwidth Br;0 in cell 0, which is the aggregate
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Figure 5: An example of calculating ph(C0;j ! next) when
prev(C0;j ) = 1 and next = 4.

bandwidth to be reserved in cell 0 for the expected hand-o�s
from adjacent cells within Test, is calculated as:

Br;0 =
X
i2A0

Bi
r;0; (6)

where Ai is the set of indices of cell i's neighbors.
Note that the target reservation bandwidth is an increas-

ing function of the estimation time Test as ph(Ci;j ! 0) is
an increasing function of Test. There might be an optimal
value of Test for given tra�c/mobility status in the sense
of giving the smallest new connection blocking probability
while keeping the hand-o� dropping probability below the
target. In our scheme, the estimation time will be adjusted
adaptively in each cell independently of others, depending
on the hand-o� dropping events in the cell as described in
the next section. Then, the estimation time Test of cell next
(or Test;next) will be used in Eq. (4). So, when the BS in
cell 0 needs to update the value of Br;0 , the BS will inform
the current value of Test;0 to the adjacent cells, then the BS
in each adjacent cell will calculate the required bandwidth
for the expected hand-o�s from that cell, i.e., Bi

r;0 for cell
i, using Eq. (5), and will inform this value to cell 0's BS.
Finally, cell 0's BS will calculate Br;0 using Eq. (6).

4.2 Control of Mobility Estimation Time Window

Using our scheme, the bandwidth for hand-o�s will be over-
reserved (under-reserved) if Test is too large (small). There
might exist an optimal value of Test for speci�c tra�c load
and user mobility, but these parameters in practice vary
with time. Moreover, the mobility estimation functions used
might not describe mobiles' behavior well, thus resulting in
inaccurate mobility estimation even with the optimal Test.
We propose an adaptive algorithm for controlling the mobil-
ity estimation time window based on the hand-o� dropping
events in each cell so as to approximate the optimal Test over
time. Figure 6 shows the pseudo-coded algorithm executed
by the BS in each cell to adjust the value of Test.

Before running the algorithm, the reference window size
w (= d1=PHD;targete) is determined and assigned to the
observation window size wobs. In addition, Test is initial-
ized to Tstart, a design parameter, and the counts for hand-
o�s nH and hand-o� drops nHD are reset to 0. As can
be found in the pseudocode, wobs is increased or decreased
by w, and the constraint PHD < PHD;target can be trans-
lated to that to keep the counted number nHD of hand-o�
drops out of wobs observed hand-o�s below wobs=w. During
the runtime, whenever there is a hand-o� drop after wobs=w

01. if (w = d1=PHD;targete), then wobs := w;
02. Test := Tstart; nH := 0; nHD := 0;
03. while (time increases) f
04. if (hand-o� into the current cell happens) then f
05. nH := nH + 1;
06. if (it is dropped) then f
07. nHD := nHD + 1;
08. if (nHD > wobs=w) then f
09. wobs := wobs +w;
10. if (Test < Tsoj;max) then Test := Test + 1;
11. g
12. g
13. else if (nH � wobs) then f
14. if (nHD � wobs=w and Test > 1) then
15. Test := Test � 1;
16. wobs := w; nH := 0; nHD := 0;
17. g
18. g
19. g

Figure 6: A pseudocode of the algorithm to adjust Test.

drops, Test := Test + 1 and wobs := wobs + w. On the other
hand, when there were less than, or equal to, wobs=w hand-
o� drops out of wobs observed hand-o�s, Test := Test � 1
and wobs := w. Test is not greater than Tsoj;max in Figure 6,
which is the maximum Tsoj derived from the hand-o� esti-
mation functions in adjacent cells, because any value larger
than that is meaningless. We also set the minimum value
of Test to 1 since if the value is too small, our scheme will
reserve virtually no bandwidth irrespective of the existing
connections in adjacent cells.

Given below are some considerations for the design of
the estimation time window control algorithm.

C1. When there were more hand-o� drops than permitted,
the algorithm should start to increase Test quickly be-
cause of under-reserved bandwidth; otherwise, there
will be continued hand-o� drops.

C2. The increment of Test should not be too high. Other-
wise, it might result in an over-reaction, hence over-
reservation.

C3. Due to over-reaction or decreased tra�c load over time,
there might be fewer hand-o� drops than permitted, so
the value of Test should be decreased quickly. Other-
wise, the bandwidth will continue to be over-reserved,
hence under-utilizing the system.

C4. Test should not be decreased too much. Otherwise, it
might result in an over-reaction, hence under-reservation.

There can be many candidate algorithms satisfying the above
requirements. Especially, there might be many choices of in-
crement and decrement step sizes, both of which were �xed
at 1. We experimented with other choices like additive and
multiplicative step sizes: the step size was increased ad-
ditively (1; 2; 3; � � �) or multiplicatively (1; 2; 4; � � �) for con-
secutive increments and decrements. The main purpose of
these choices is a prompt reaction to hand-o� drops, i.e.,
C1 and C3. However, these choices are found to cause
over-reactions, and make the reserved bandwidth 
uctu-
ate severely between over-reservation and under-reservation.
The algorithm presented here is the best one we have found
so far.



Name Description

AC1 Calculation of Br in the current cell only.
AC2 Calculation of Br in the current cell

and every adjacent cell.
AC3 Calculation of Br in the current cell

and some adjacent cells only.

Table 1: Summary of the admission-control schemes.

4.3 Admission Control

The admission test after calculating the target reservation
bandwidth can be as simple as given in Eq. (1). That is,

1. Check if
P

j2C0
b(C0;j) + bnew � C(0)� Br;0.

2. If the above test is positive, the connection is admitted,

where C(0) and bnew are the link capacity of cell 0 and the
bandwidth of the newly-requested connection, respectively.
This simple admission-control scheme will henceforth be re-
ferred to as AC1. However, when there is not enough band-
width left unused by existing connections that can be re-
served for hand-o�s, it is meaningless to calculate the target
reservation bandwidth. If this situation lasts for an extended
period due to continued incoming hand-o�s, the problem be-
comes more serious because some of the incoming hand-o�s
will be continuously dropped due to the unavailability of re-
served bandwidth, triggering further increase of Test. This,
in turn, requires to reserve more bandwidth that doesn't ex-
ist. This situation can happen when adjacent cells accept
new connections solely according to AC1 and those admit-
ted connections continue to be handed o� into the current
cell even though it doesn't have enough bandwidth.

To handle this problem, the admission test should check
available bandwidths of adjacent cells as well as the current
cell. Then, the admission test is given by

1. For all i 2 A0, check if
P

j2Ci
b(Ci;j ) � C(i)�Br;i.

2. Check if
P

j2C0
b(C0;j) + bnew � C(0)� Br;0.

3. If all of the above tests are positive,
then the connection is admitted.

We call this scheme AC2. Note that using this admission
test, the current cell and all of its adjacent cells must calcu-
late Br;i for each new admission request, and this is costly.
In fact, the undesirable situation described in the beginning
of this subsection is expected to happen only in heavily-
loaded networks. So, we present a hybrid scheme which
requires only those adjacent cells which \appear" to be un-
able to reserve the target reservation bandwidth, to calculate
the target bandwidth again and participate in the admission
test. Note that Br;i is a time-varying function, and updated
upon admission test. Upon arrival of a new connection re-
quest at cell 0, if the current target reservation bandwidth of
an adjacent cell i, Bcurr

r;i , which was calculated for a previous
admission test, is not reserved fully, this cell will re-calculate
Br;i, and participate in the admission test.

1. For all i 2 A0 such that
P

j2Ci
b(Ci;j) +Bcurr

r;i > C(i),

calculate Br;i newly, set B
curr
r;i := Br;i,

and check if
P

j2Ci
b(Ci;j) � C(i) �Br;i .

2. Check if
P

j2C0
b(C0;j) + bnew � C(0)� Br;0.

3. If all the above tests are positive,
then the connection is admitted.

We refer this scheme to AC3. Table 1 shows the summary
of the admission-control schemes described thus far. These
schemes will be comparatively evaluated in the next sec-
tion.

5 Comparative Performance Evaluation

This section presents and discusses the evaluation results of
the proposed schemes as well as the static reservation scheme
for comparative purposes. We �rst describe the assumptions
and speci�cations used for the simulation study.

5.1 Simulation Assumptions and Speci�cations

In our simulation environment, mobiles are traveling along
a straight road (e.g., cars on a highway). This environ-
ment is the simplest in the real world, representing a one-
dimensional cellular system as in Figure 2 (a). We make the
following assumptions for our simulation study:

A1. The whole cellular system is composed of 10 linearly-
arranged cells, for which the diameter of each cell is 1
km. Cells are numbered from 1 to 10, i.e., cell <i>
represents the i-th cell.

A2. Connection requests are generated according to a Pois-
son process with rate � (connections/second/cell) in
each cell. A newly-generated connection can appear
anywhere in the cell with an equal probability.

A3. A connection is either for voice (requiring 1 BU) or
for video (requiring 4 BUs) with probabilities Rvo and
1� Rvo, respectively, where the voice ratio Rvo � 1.

A4. Mobiles can travel in either of two directions with an
equal probability with a speed chosen randomly be-
tween SPmin and SPmax (km/hour). Each mobile will
run straight through the road with the chosen speed,
i.e., mobiles will never turn around.

A5. Each connection's lifetime is exponentially-distributed
with mean 120 (seconds).

A6. Each cell has a �xed link capacity 100 BUs, i.e., C(i) =
C = 100 for all i.

Note that the �xed capacity assumption is not necessarily
true in practice. For example, CDMA systems have a softer
notion of capacity, in which the capacity depends on the
target interference level. This target interference level is af-
fected by the desired error performance of the system, which
can be negotiable in some cases.

Each simulation run starts without any pre-memorized
hand-o� event quadruplets. As simulations are run, quadru-
plets will be collected, and will a�ect the hand-o� estima-
tion functions FHOE(t; prev; next; Tsoj). Under the above
assumptions, the border cells (i.e., cells <1> and <10>)
will face fewer mobiles because there are no mobiles entering
from the outside of the cellular system. Then, cells near the
center (such as cells <5> and <6>) will be more crowded
by mobiles than those near the borders. This uneven tra�c
load can a�ect the performance evaluation of our proposed
schemes, hence making it di�cult to comprehend their op-
erations correctly. So, we connected two border cells, i.e.,
cells <1> to <10>, arti�cially so that the whole cellular sys-
tem forms a ring architecture as was assumed in [10] (unless
stated otherwise).

The parameters used include: PHD;target = 0:01, Tstart =
1 (second), Nquad = 100, Tint = 1 (hour), Nwin days = 1,
and w0 = w1 = 1. A frequently-used measure is the o�ered
load per cell, L, which is de�ned as connection generation
rate � connections' bandwidth � average connection life-
time, i.e.,

L = (1 �Rvo + 4 � (Rvo � 1)) � � � 120; (7)
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Figure 7: PCB and PHD vs. o�ered load: static reservation with G = 10 BUs.

with the above-described assumptions. The physical mean-
ing of the o�ered load per cell is the total bandwidth re-
quired on average to support all existing connections in a
cell.

We considered a range of the o�ered load from 60 to
300. Generally, the desirable range of the o�ered load is
less than, or equal to, the link capacity, 100 BUs, of each
cell. It is undesirable to keep a cell over-loaded (i.e., the
o�ered load is > 100) for an extended period of time, and
in such a case, the cell must be split into multiple cells to
increase the total system capacity. However, cells can get
over-loaded temporarily. Suppose a mobile user's connection
request is blocked once. Then, s/he is expected in most
cases to continue to request a connection establishment until
it is successful or s/he gives up. This likely behavior of
mobile users will a�ect the o�ered load. Near the o�ered
load = 100, PCB will be around, or larger than, 0.1 in most
cases, due to some reserved bandwidth for hand-o�s, and in
such a situation, if each connection-blocked user attempts
to make a connection about 5 times, then the o�ered load
will increase to about 150 in a very short time. Likewise,
there might be some cases with the o�ered load of 300. This
possible situation can be interpreted as a positive-feedback
e�ect for increase in the o�ered load. We consider the large
values of o�ered load such as 300, since even for these large
o�ered loads, our goal to keep PHD below a target value
should be achieved.

5.2 Stationary Tra�c/Mobility

First, we simulated for stationary tra�c/mobility with con-
stant new connection generation rate � and mobile speed
range [SPmin; SPmax]. Two cases of user mobility are con-
sidered: high user mobility with [SPmin; SPmax] = [80; 120],
and low user mobility with [SPmin; SPmax] = [40; 60]. For
the stationary case, Tint =1 is used since the speed range
and the o�ered load do not vary during each simulation run;
so, Ndays win = 1 is meaningless.

5.2.1 Static Reservation

First, we consider the performance of static reservation as a
reference (for comparison). Figure 7 plotted PCB and PHD

as the o�ered load increases for (a) high user mobility and
(b) low user mobility when G = 10, i.e., 10 BUs are reserved
permanently for hand-o�s in each cell. Three di�erent values
of the voice ratio Rvo are examined: Rvo = 1:0; 0:8; and 0:5.
The performance of this static scheme, in terms of both

probabilities, is found to depend heavily on the voice ratio,
user mobility, and o�ered load. Examples are:

1. Static reservation of 10 BUs su�ces to achieve our goal
for Rvo = 1:0, but is not enough for Rvo = 0:5.

2. For Rvo = 0:8, 10-BU reservation seems enough for low
user mobility as shown in Figure 7 (b), but not enough
for high user mobility as shown in Figure 7 (a).

3. For Rvo = 0:8 and high user mobility, 10-BU reser-
vation seems not enough for a highly over-loaded case
(i.e., L > 150), but enough for the other case (i.e.,
L < 150). Moreover, for Rvo = 1:0, 10-BU reservation
seems more than enough (i.e., over-reserved) for the
under-loaded case (i.e., L < 100) since the observed
PHD value is too small (< 0:001 for high user mobil-
ity, and < 0:0001 for low user mobility), compared to
PHD;target = 0:01.

The voice ratio, mobile user speed, and o�ered load could
in reality be any value and can even 
uctuate. Hence, our
goal cannot be achieved with static reservation, necessitat-
ing some form of adaptive reservation.

5.2.2 Performance of Admission Control AC3

We �rst consider the performance of AC3, which is claimed
to be the best among the three alternatives. Figure 8 shows
PCB and PHD as the o�ered load increases for (a) high user
mobility and (b) low user mobility. For the entire range of
the o�ered load we examined, PHD is observed to be less
than, or equal to, our target PHD;target (= 0:01) irrespec-
tive of user mobility and voice ratio. Moreover, for given
user mobility and voice ratio, the di�erence between PCB
and PHD in the plot (of log scale) is getting smaller as the
o�ered load decreases. This means that, as the o�ered load
decreases, the BSs reserve less bandwidth. This is desirable
as long as PHD stays below the target value as shown in the
graphs.

Adaptive reservation patterns while varying the o�ered
load are plotted in Figure 9 with the average target reserva-
tion bandwidth Br in each cell and the average bandwidth
Bu used by the existing connecitons in each cell. As the
o�ered load increases, Br in a cell increases monotonically,
meaning that the target reservation bandwidth is controlled
based on the o�ered load. The target reservation bandwidth
gets saturated at the over-loaded region, because for the en-
tire over-loaded region, regardless of the exact o�ered load
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Figure 8: PCB and PHD vs. o�ered load: AC3.
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Figure 9: Average target reservation bandwidth Br and average bandwidth used Bu vs. o�ered load: AC3.

value, the number of establishable connections will be lim-
ited by the link capacity. Our adaptive scheme reserves the
bandwidth depending on the existing connections in adja-
cent cells, and hence the amount of the target reservation
bandwidth will be almost the same for the entire over-loaded
region.

We also observe that the target reservation bandwidth
increases as the voice ratio Rvo decreases since the more
video connections exist, the more bandwidth is needed. The
average bandwidth used Bu is inversely proportional to the
average target reservation bandwidth Br since the reserved
bandwidth can be used for handed-o�s only. The reason why
the sum of Bu and Br is less than the capacity, 100, is that
in AC3, the reserved bandwidths in adjacent cells are also
checked for the admission test when these cells are suspected
to have been over-loaded. By comparing two user-mobility
cases, we observe that, for similar o�ered load and voice
ratio, the high-mobility case reserves more bandwidth than
the low-mobility case. For the low-mobility case, the chance
of hand-o�s would be smaller, and hence less bandwidth
needs to be reserved.

Next, let's consider the detailed operation of our scheme
in each cell. Figure 10 shows Test and Br , starting from the
beginning of a simulation run (i.e., t = 0) for the o�ered
load = 300 and Rvo = 1:0 with high user mobility in (a) cell
<5> and (b) cell <6>. The values of Test were observed
to go up and down as time passes. Note that an increase
of Test by one corresponds to a connection's hand-o� drop.
The target reservation bandwidth 
uctuates between over-
reservation and under-reservation, depending on the value

of Test. The value of Test seldom stays at a possible opti-
mum value without 
uctuation for the following two reasons:
(1) hand-o�s could be bursty, so when there are a number
of hand-o� drops, it is di�cult to determine whether it is
due to the insu�cient reserved bandwidth or bursty hand-
o�s; and (2) the e�ectiveness of the reserved bandwidth is
determined some time later; that is, whether the currently-
reserved bandwidth is enough or not can be determined only
after some mobiles enter the cell. We also observed the 
uc-
tuations of Br even with a temporarily-constant Test as the
value of Br depends on the number and type of connections
in the adjacent cells and their extant sojourn times.

Figure 11 plotted PHD for cells <5> and <6> while in-
creasing time, obtained from the same simulation run used
for Figure 10. Note that the increase of PHD corresponds
to hand-o� drops. By comparing it with Figure 10, we can
also observe that the increasing moments of PHD and Test
coincide exactly as they should be. PHD peaks over the
target value PHD;target (= 0:01) sometimes, but eventually
goes below 0.01. Near the starting point, i.e., t = 0 (sec),
our scheme seems not working well because the simulation
starts without any pre-memorized hand-o� event quadru-
plets (Tevent; prev; next; Tsoj) and with Test = Tstart = 1
(sec). As time goes on, the chance of peaks over the target
value is low because (1) hand-o� event quadruplets are ob-
served and used for the hand-o� estimation functions; (2)
Test is adapted; and (3) the e�ect of some more hand-o�
drops out of a large number of hand-o�s is minor due to an
averaging e�ect.
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Figure 10: Test and Br vs. time when the o�ered load is 300 and Rvo = 1:0 with high user mobility: AC3.
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5.2.3 Comparison among Three Alternatives

We now comparatively evaluate the performance of three
di�erence schemes: AC1, AC2, and AC3. Figure 12 plots
PCB and PHD. First, in terms of PCB, three schemes work
almost the same even though AC1 has the smallest PCB
| with small di�erences { for the entire o�ered loads we
examined. On the other hand, in terms of PHD, AC2 and
AC3 work almost the same, and AC1 is worse. Our goal is
not achieved in a highly over-loaded region (say, L > 150)
for AC1. PHD does not exceed 0.02 even at the o�ered

load of 300, which is good because this small violation ratio
might be tolerable in most practical applications.

Now, we consider the complexity of these schemes mea-
sured in average number of Br calculations for the admission
test of a new connection request (= Ncalc). Note that, to
calculate Br in a cell, its BS needs to communicate with BSs
in all adjacent cells. Figure 13 shows that Ncalc for AC1
is 1, irrespective of the o�ered load because only the BS of
the cell in which the new connection was requested has to
calculate Br while Ncalc = 3 for AC2 because BSs in all
adjacent cells are required to calculate Br. For AC3, which
is a hybrid of AC1 and AC2, Ncalc =1 for low o�ered load,
but it starts to increase at about L = 80. However, the value
is observed to be less than 1.5 in all of our simulations, i.e.,
less than a half of that of AC2. The complexity increase
could be larger for two-dimensional cellular structures. Be-
cause AC3 works almost the same as AC2 in terms of PCB
while keeping PHD below the target with a lower complexity
according to our simulation results, we conclude that AC3
is a better choice than AC2.

Now, we compare AC1 with AC3 by examining each
cell when the system is over-loaded. Table 2 shows the state
of each cell at the end of simulations when the o�ered load is
300 and Rvo = 1:0 for high user mobility with (a) AC1 and
(b) AC3. The �rst column represents the cell number, the
second is PCB, the third is PHD, the fourth is the value of
Test, the �fth is the value of Br , and the sixth is the value of
Bu, all at the end of the simulations. From Table 2 (b),AC3
is found to work similar throughout all cells in terms of PCB
while meeting the constraint PHD � PHD;target. Br can
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Figure 13: Average number of Br calculations for an admission test vs. o�ered load:

Cell PCB PHD Test Br Bu

1 1.28e-1 5.10e-3 1 1.04 89
2 9.59e-1 1.30e-2 45 102 89
3 9.57e-1 1.30e-2 45 93.6 97
4 2.41e-1 6.01e-3 1 2.13 93
5 9.79e-1 2.58e-2 45 89.9 99
6 3.83e-1 7.12e-3 1 1.97 87
7 9.80e-1 2.90e-2 45 85.8 100
8 2.75e-1 6.97e-3 2 3.22 94
9 9.57e-1 1.80e-2 45 10.4 88
10 9.26e-1 1.51e-2 45 102 81

Cell PCB PHD Test Br Bu

1 6.23e-1 6.53e-3 2 5.63 97
2 6.66e-1 6.57e-3 2 5.44 84
3 7.30e-1 7.54e-3 10 22.5 75
4 8.06e-1 7.80e-3 7 19.2 73
5 7.65e-1 7.31e-3 10 24.2 74
6 5.65e-1 6.74e-3 5 11.3 66
7 6.17e-1 6.42e-3 3 5.81 89
8 8.10e-1 6.87e-3 3 9.18 87
9 7.68e-1 7.42e-3 8 20.1 78
10 6.46e-1 5.41e-3 1 4.50 90

(a) AC1 (b) AC3

Table 2: Status in each cell at the end of simulations when the o�ered load is 300 and Rvo = 1:0 with high user mobility.

AC1 AC3

Cell PCB PHD PCB PHD

1 0. 0. 5.61e-02 0.
2 5.24e-01 6.63e-03 5.38e-01 4.58e-03
3 9.66e-01 1.09e-02 7.83e-01 7.38e-03
4 2.84e-01 5.98e-03 7.06e-01 5.78e-03
5 9.45e-01 4.15e-02 6.35e-01 5.93e-03
6 4.17e-01 7.28e-03 7.44e-01 7.96e-03

Table 3: Status in each cell at the end of simulations when
the o�ered load is 300, Rvo = 1:0, and all mobiles follow one
direction with high mobility.

change dramatically depending on the tra�c condition in
adjacent cells even with the same Test as observed in Table 2.
However, according to Table 2 (a) of AC1, the performance
of each cell is found to 
uctuate greatly, i.e., the performance
in terms of PCB, PHD, Test, and Br drastically di�er in
roughly every two cells. This is not fair to those mobiles
which want to establish new connections in cells with a very
high PCB, e.g., cells <2>, <3>, <5>, <7>, <9>, and <10>
in the table. More importantly, PHD's of these cells are not
bounded. This phenomenon was anticipated as explained in
Section 4.3 when the admission test checks the current cell
only as was done in AC1.

Table 3 shows the status of each cell at the end of simula-
tions with a di�erent mobility pattern when the o�ered load
= 300 and Rvo = 1:0. For these simulations, the direction of
mobiles are not chosen randomly. Instead, all mobiles follow
the direction from cell <1> to cell <10>. Moreover, two
border cells, i.e., cells <1> and <10>, are disconnected.
Now, cell <1> won't have any incoming mobiles from ad-
jacent cells. Naturally, PHD will be zero at cell <1>. For
AC1, we observe a behavior similar to that in Table 2 (a).

Especially, because cell <1> doesn't care about the status
of cell <2>, the BS of cell <1> accepted all new connection
requests, hence PCB = 0. Cell <2> also doesn't care about
the status of cell <3>. These make cell <3> over-crowded,
and eventually result in a very high PCB (near 1) and over-
target PHD at cell < 3>. This type of patterns appears
every other cell as shown in the table. On the other hand,
for AC3, cell <1> cares about cell <2>, and blocks some
new connection requests. Every cell <i> cares about the
status of cell <i+ 1>. Eventually, balanced performance is
observed over the entire system while every cell meeting the
constraint on PHD.

5.3 Time-Varying Tra�c/Mobility

We now vary the connection generation rate � and speed
range [SPmin; SPmax] over time. Each simulation is run
for two days in simulation time. Figure 14 (a) shows time-
varying averages of mobiles' speeds and o�ered loads. First,
for a given value of the average speed (marked by S), the
speed range is given by [S�20; S+20] (km/h). Second, the
original o�ered load (marked by Lo) is the tra�c load from
the new connections generated, which is the o�ered load
L de�ned in Eq. (7). In this time-varying case, a blocked
connection request will be re-requested with probability 1�
0:1Nret after waiting 5 seconds, where Nret is the number of
times a connection request has been made. So, depending
on PCB, the actual o�ered load La will vary, i.e., the larger
PCB, the larger La. From the �gure, we observe that the
values of La for di�erent schemes are di�erent when the
system is highly-loaded even with the same Lo. Note that
the 
uctuations of the o�ered load and speed represent the
reality, that is, the o�ered load peaks during rush hours
(e.g., around 9 a.m., 1 p.m., and 5{6 p.m.) at low speeds.
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Figure 14: Time-varying case: (a) mobiles' average speed and o�ered load vs. time of days; and (b) PCB and PHD vs. time
of days.

Figure 14 (b) shows PCB and PHD over time of days for
three di�erent schemes. The probability samples represent
the average probability during the corresponding one-hour
period, i.e., PCB at t = 8:5 represents the average over the
interval [8; 9]. First, we observe that outside the peak hour
regions, both PCB and PHD are negligibly small. During the
peak hours, PHD is almost the same for di�erent schemes,
and bounded by PHD;target (= 0:01). On the other hand,
PCB of AC1 is found to be lower than that of the other two
schemes, and the di�erences between PCB's of AC1 and
AC3 are larger compared to those from the stationary case
in Figure 12. This is due to the positive feedback e�ect of
the o�ered load increase; that is, from the original o�ered
load, the di�erence between AC1 and AC3 could be small,
but this small di�erence could be ampli�ed through the re-
trials of each blocked connection request.

According to the results of the time-varying case, AC1 is
the best because it yields the lowest PCB while meeting our
goal. For this time-varying case, we considered only a reg-
ular tra�c pattern: a high o�ered load for relatively short
peak-hour periods (of 1 or 2 hours). However, AC1 may
have undesirable behaviors as previously observed in the
time-invariant case, because there might be unexpected ir-
regular tra�c and mobility patterns in the real world. AC3
was found to be robust in many di�erent scenarios with rel-
atively low complexity (up to 1.5 times that of AC1 in our
simulations). So, AC3 is the most favorable among the
schemes considered.

6 Related Work

We are not the �rst to attempt to design bandwidth-reservation
and admission-control schemes to keep the connection hand-
o� dropping probability below a target value. The authors
of [10] advocated the connection hand-o� dropping proba-
bility as an important connection-level QoS parameter in
wireless/mobile networks, and designed a distributed call
admission-control scheme to keep the connection hand-o�
dropping probability below a speci�ed limit. With their
scheme, the BS obtains the required bandwidth for both
the existing and hand-o� connections after a certain time
interval, then performs admission control so that the re-
quired bandwidth may not exceed the cell capacity. Their
scheme was shown to be better than the static reservation
scheme. The authors of [8] extended this scheme as a part
of their proposal to accommodate heterogeneous connection

bandwidths, and studied the e�ects of design parameters
used in the scheme. The main problems of these schemes
are: (1) they assumed the sojourn time of each mobile is
exponentially-distributed, which is impractical. Moreover,
it is not clear whether the scheme will still work when this
assumption does not hold; and (2) there is no speci�ed mech-
anism to predict which cells mobiles will move to.

The shadow cluster concept was suggested in [7] to es-
timate future resource requirements and perform admission
control in order to limit the hand-o� dropping probability,
in which the shadow cluster is a set of cells around an ac-
tive mobile. This scheme is based on the precise knowledge
of each user mobility, depending on the location and time,
which they assumed given. Our mobility estimation can
provide the knowledge of mobility used in their scheme, but
it is unclear how it will work if the knowledge is not accu-
rate. (This may be the case if our cell-speci�c history-based
mobility estimation is used.) How to determine the shadow
cluster is also not de�ned clearly. Moreover, their scheme is
computationally too expensive to be practical.

Our scheme is more realistic than the above-mentioned
schemes, because (1) exponentially-distributed mobile so-
journ times are not assumed, instead, mobiles' hand-o� be-
haviors are estimated based on a history of observations in
each cell; (2) our scheme is robust to the inaccuracy of mo-
bility estimation and the time-variation of tra�c/mobility,
thanks to our mobility estimation time window control; and
(3) due to the adaptability of our scheme, it is not required
to determine the optimal value of parameters, which might
depend on the tra�c status, as in [8].

There were also limited e�orts to estimate mobility. The
authors of [8] explored mobility estimation for an indoor
wireless system based on both mobile-speci�c and cell-speci�c
observation histories. Mobile-speci�c observation of mobil-
ity is costly and not accurate in general. Our mobility es-
timation not only predicts the next cell to which a mobile
will move, but also estimates the hand-o� time (or sojourn
time). This hand-o� time estimation makes it possible for
BSs to reserve bandwidth more e�ciently.

There have also been research e�orts for adaptive band-
width reservation. The author of [6] suggested bandwidth
reservation depending on the existing connections in adja-
cent cells. However, the scheme lacks such details as how
much of bandwidth should be reserved. The bandwidth-
reservation and admission-control schemes in [14] assume
that the mobility of users is predictable, that is, mobility can
be characterized by the set of cells the mobile is expected to



visit during the lifetime of the mobile's connection. This as-
sumption does not hold for most wireless/mobile networks.
Moreover, the scheme reserves the required bandwidth at
every cell and node in the mobility speci�cation, which is
usually excessive.

7 Conclusion and Future Work

In this paper, we designed and evaluated predictive, adap-
tive bandwidth reservation for hand-o�s and admission con-
trol so as to keep the hand-o� dropping probability below
a pre-speci�ed value. Our schemes utilize the following two
components to reserve bandwidth for hand-o�s: (1) hand-
o� estimation functions which are used to predict a mo-
bile's next cell and estimate its sojourn time probabilisti-
cally based on its previously-resided cell and the observed
history of hand-o�s in each cell; and (2) mobility estimation
time window control scheme in which, depending on the ob-
served hand-o� drops, the estimation time window size is
controlled adaptively for e�cient use of bandwidth and ef-
fective response to (1) time-varying tra�c/mobility and (2)
inaccuracy of mobility estimation.

We considered three di�erent admission-control schemes
depending on how many neighboring BSs participate in the
admission decision of a new connection request. Through
the performance and complexity comparisons, we concluded
a hybrid one is superior to the others. Our best scheme
is not optimal in the sense that there might be a better
scheme resulting in a lower connection blocking probability
while keeping the hand-o� dropping probability below the
target value. However, this scheme is not complex nor based
on any impractical assumptions, and hence it is readily im-
plementable. It is also shown to be robust and work well
under a variety of tra�c loads, connection bandwidths, and
mobility.

We plan to evaluate our scheme in more realistic and
general environments with two-dimensional cellular struc-
tures. This will include more realistic moving patterns of
users (e.g., combined vehicular, pedestrian, and stationary
mobiles) and their e�ects. Our scheme can be extended
to utilize more information of user mobility. For exam-
ple, mobiles' path/direction information | readily available
from certain applications, such as the route guidance system
of the Intelligent Transportation Systems (ITS) with the
Global Positioning System (GPS) | can also be utilized in
our scheme. Then, the mobility estimation function is used
to estimate the sojourn time of a mobile only because the
next cell of the mobile is known already. The modi�cation
of the proposed scheme to be used in the CDMA systems is
also planned, where hand-o� drops can be reduced due to
(1) soft capacity notion and (2) soft hand-o� support. We
will integrate our work with routing and re-routing in the
wired networks by considering bandwidth reservation in the
wired links along the routes of hand-o� connections.

Computational complexity of our scheme is reported in [4]
as a part of the comparison study with other existing schemes
in [10, 14]. In that paper, the three schemes are compared
quantitatively through extensive simulations in terms of: (1)
performance measures PCB, PHD, and Bu; (2) dependency
on the design parameters; (3) dependency on the mobility
estimation accuracy; and (4) complexity.
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