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ABSTRACT
The traditional approach to implementing admission control, as ex-
emplified by the Integrated Services proposal in the IETF, uses a
signalling protocol to establish reservations at all routers along the
path. While providing excellent quality-of-service, this approach
has limited scalability because it requires routers to keep per-flow
state and to process per-flow reservation messages. In an attempt
to implement admission control without these scalability problems,
several recent papers have proposed various forms of endpoint ad-
mission control. In these designs, the hosts (the endpoints) probe
the network to detect the level of congestion; the host admits the
flow only if the detected level of congestion is sufficiently low. This
paper is devoted to the study of endpoint admission control. We
first consider several architectural issues that guide (and constrain)
the design of such systems. We then use simulations to evaluate the
performance of endpoint admission control in various settings. The
modest performance degradation between traditional router-based
admission control and endpoint admission control suggests that a
real-time service based on endpoint probing may be viable.

1. INTRODUCTION
In the last decade a large body of work has been devoted to provid-
ing quality of service to individual real-time flows. Admission con-
trol is the common element of these Integrated Services (IntServ)
architectures; that is, flows must request service from the network
and are accepted (or rejected) depending on the level of available
resources. Typically this involves a signalling mechanism such as
RSVP [24] to carry the reservation request to all the routers along
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the path. While such architectures provide excellent quality-of-
service, they have significant scalability problems. Routers must
process per-flow reservation requests, and must keep per-flow state
to ensure that they deliver the desired quality of service to the ap-
propriate flows; in the limit of many flows, this will place an un-
bearable burden on routers. While there are attempts to make such
designs more scalable through aggregation and hierarchy (see [18,
1] for two such efforts) the scalability of these IntServ architectures
remains an open question.

Differentiated Services (DiffServ) is another approach to providing
quality of service (see, for example, [3, 17]). DiffServ requires
no per-flow admission control or signalling, and routers do not
maintain any per-flow state. Routers merely implement a suite of
priority-like scheduling and buffering mechanisms and apply them
based on the DS field in the packet headers. The lack of admis-
sion control means that, upon overload in a given service class,
all flows in that class suffer a degradation of service. Providing
quality of service for individual realtime flows is not the primary
purpose of DiffServ, but the combination of provisioning, service-
level-agreements and DiffServ router mechanisms may prove suf-
ficient for this task.

In an attempt to combine DiffServ’s superior scalability with IntServ’s
superior quality-of-service, several recent papers [2, 5, 7, 13, 15]
have proposed the quite novel approach of using endpoint admis-
sion control. In these designs, the end host 1 probes the network
by sending probe packets at the data rate it would like to reserve
and recording the resulting level of packet losses (or ECN conges-
tion marks [19]). The host then admits the flow only if the loss
(or marking) percentage is below some threshold value. Because
these designs rely on necessarily imprecise network measurements
to guide their admission control decisions, endpoint admission con-
trol is primarily intended to support a soft real-time service similar
to Controlled-Load [22] in which the aggregate load is kept at rea-
sonable levels but no hard or precise service guarantees are made
to individual flows. Given that the queueing delays are likely to be
quite small, the quality of service is measured strictly in terms of
packet loss; the goal is to make this loss rate small but not to give
any precise assurances of how small. 2

Endpoint admission control is much like the traditional IntServ ap-

1The endpoint can either be a host or an edge router (as it is in [5]),
but in this paper we will focus primarily on host endpoints.
2There are some more stringent (but still soft) real-time services
that attempt to provide an upper bound on the loss rate. Most of the
basic architectural points made in Section 2 apply equally well to
this statistical service; in Section 4 we briefly discuss the possibil-
ity of achieving this more stringent statistical service.
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proach in that admission control is used and flows are admitted
only if resources are available.3 However, endpoint admission con-
trol requires no explicit support from the routers; routers keep no
per-flow state and do not process reservation requests, and routers
drop or mark packets in a normal manner (perhaps using the various
priority mechanisms supplied by DiffServ). Thus, endpoint admis-
sion control designs do not have the scalability problems associated
with IntServ but their goal is to provide a quality of service similar
to IntServ’s. Endpoint admission control is an attempt to use the
regular best effort infrastructure (with its DiffServ extensions) and,
by adding control algorithms at the endpoints, deliver a real-time
service. If successful, this would represent a dramatic shift in the
way real-time services are supported. The crucial question, and the
one we focus on here, is whether (and how) such endpoint admis-
sion control designs are indeed able to adequately support a soft
real-time service like Controlled-Load.

The specific endpoint admission control proposals in the literature
all share similar architectures but differ significantly in detail. The
scheme described in [13, 15] is part of a more general proposal
to base pricing on ECN congestion marks. All packets are treated
identically – data and probe packets are indistinguishable, as are
best-effort and real-time packets – and packets are marked upon
congestion. Flows can send as much traffic as they wish, but must
pay for those packets that are marked. In this setting, admission
control is a service offered by third-parties (or the network itself)
to provide a guaranteed price for the flow (as opposed to, in tradi-
tional IntServ, guaranteeing the level of service). A quite different
design is described in [7]; this design uses packet drops, rather than
congestion marks, to indicate congestion and sends the probe pack-
ets in a separate (lower) priority class. A very similar design based
on packet drops and probe packets in a lower priority class is also
considered in [2]. In [5] the endpoint is not the host but is the edge
router. While hosts must necessarily probe to detect congestion,
edge routers can passively monitor paths to ascertain the current
load levels. Passive probing may provide more accurate estimates
of the current network load, and it has the added advantage that
flows need not endure the probing delay before sending.

Each of these previous papers proposed a specific design, and eval-
uated that design’s basic functionality. While these proposals each
have their own merit, what is missing from the literature is a broader
exploration of the fundamental architectural and performance is-
sues inherent in endpoint admission control. This paper is our at-
tempt to elucidate some of these issues.

This paper is organized as follows. In Section 2 we use a very
simple model to discuss several basic architectural issues. These
architectural issues suggest a set of designs that might be capable
of supporting a soft real-time service. We are not claiming novelty
for these designs – in fact they are rather similar to the designs in
the literature discussed above – we claim only that they enable us
to investigate the range of design options available in endpoint ad-
mission control. We bound this range of options by confining our-

3We should also point out that endpoint admission control resem-
bles the current congestion control paradigm in that neither require
router support, and both use host probing to detect the current level
of congestion; the key difference between the two is that in con-
gestion control hosts continually adjust their current transmission
rate in an attempt to share the available bandwidth fairly (for some
definition of fair) whereas in endpoint admission control, as in the
traditional IntServ approach, an initial binary decision of whether
the flow is admitted or not is made, and there are no subsequent
adjustments to the flow’s bandwidth (and no subsequent probing).

selves to designs that are plausibly deployable in the near future.
By this we mean that the design must not require any router func-
tionality beyond the priority and marking mechanisms that may be
available as part of DiffServ and ECN. This deployability condi-
tion eliminates several otherwise attractive possibilities. First, we
do not consider designs that require routers to process reservation
messages no matter how lightweight that processing is. The lack
of reservation messages distinguishes the class of endpoint admis-
sion control designs from lightweight signalling proposals such as
[8] and [21].4 Schemes based on Dynamic Packet State [20], which
eliminate per-flow state in core routers but still require per-flow sig-
nalling and admission control, also violate the deployability con-
dition. Second, the deployability condition implies that we focus
only on using hosts as the endpoints in our algorithms, rather than
edge routers; we thus cannot avail ourselves of the possible advan-
tages of passive monitoring by edge routers and must rely on hosts
actively probing to detect congestion. In particular, probing inher-
ently involves a significant set-up delay, on the order of seconds;
not all real-time applications will easily tolerate such sizable set-up
delays. Finally, as part of our deployability requirement we do not
consider designs that involve changes to the current best-effort ser-
vice or its pricing structure; this eliminates proposals like [13, 15]
that, while quite attractive and intriguing, would face significant
deployment hurdles.

Armed with the set of possible designs from Section 2, we then
turn to evaluating these designs through simulation. We seek to
understand the extent to which these various designs can support
a soft real-time service similar to Controlled-Load. For reference,
we compare these designs to a conventional measurement-based
admission control algorithm. In Section 3 we define in more de-
tail the algorithms to be tested and then describe our simulation
methodology. We then present our simulation results in Section 4
and address several performance issues. We conclude in Section 5
with a brief summary of our results.

2. ARCHITECTURAL ISSUES
In this section we discuss some basic architectural issues, and use
these considerations to motivate the set of design options that will
be simulated in Section 4. The proposals in the literature use either
packet drops or congestion marks as an indication of congestion. In
what follows we will refer to packet dropping as the default choice
(unless otherwise specified) but our points apply equally well to
both. Similarly, some proposals have the probe packets sent at the
same level of priority as the data packets, and others proposals have
them in a separate (lower) priority class; in what follows we will
assume the former as the default case unless specified otherwise.

To facilitate the architectural discussion, we employ an oversim-
plified fluid-flow model of a single congested link of capacity C .
Each flow5 i sends at some fixed rate r i , and the resulting dropping
rate is

P
i
ri�C and the dropping fraction is

P
i
ri�C
P

i
ri

. To gain ad-
mission, a flow sends its probe packets at rate r i for some period of
time and measures the resulting loss fraction; the flow is admitted
only if the probe loss fraction is below some threshold � i. For most

4Our lack of consideration of these proposals should not be taken
as a condemnation of lightweight signalling protocols. We are not
attempting to weigh the respective merits of the two approaches
(endpoint admission control and lightweight signalling) in this pa-
per, merely to provide more insight into the properties of endpoint
admission control designs.
5For convenience, we equate hosts with flows in the discussion be-
low.
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of this section we will assume that probing is perfect; i.e., the loss
fraction measured by the flow is exactly

P
i
ri�C
P
i
ri

(where the sum
includes the ri of the probing flow). While this model is obviously
quite unrealistic, we use it only to illustrate the various architec-
tural issues we address below. We divide the architectural issues
into two categories: those that are relevant to the router scheduling
mechanisms and those that are relevant to endpoint probing algo-
rithms.

2.1 Router Scheduling Mechanisms
In this section we discuss issues that help identify which scheduling
mechanisms are compatible with endpoint admission control algo-
rithms. Our point here is not to design complicated new scheduling
algorithms; in fact, we are constrained to use those mechanisms
currently in use or proposed for traditional best effort and DiffServ
and we are merely investigating which of those mechanisms best
support endpoint admission control. For the purposes of this sec-
tion we assume that �i = 0 for all i. The insights do not change
when we consider nonzero � i but the algebra becomes unnecessar-
ily cumbersome.

2.1.1 FIFO or Fair Queueing: the issue of stolen
bandwidth

Two obvious possibilities for packet scheduling algorithms are FIFO
and Fair Queueing. We now consider the possible impacts on these
two scheduling algorithms on endpoint admission control. A suc-
cessful probe – one that detects a dropping percentage less than or
equal to � – indicates that the flow would receive an adequate level
of service under current conditions.6 Can the flow count on this
level of service to continue, or could its bandwidth be stolen from
it by subsequent arrivals? We use our simple model of a single
congested link and consider two groups of flows: those with rate r 1

and those with rate r2 (we assume r2 > r1). Let n1 and n2 denote
the number of flows currently resident (or probing) in each group.

If the router uses FIFO packet scheduling, then no flow will ever be
admitted if the load while probing (given by n1r1 + n2r2 , where
the n’s include the probing flow) is greater than the capacityC; this
standard applies to all flows, so no flow will be admitted if any flow
would be experience a significant loss rate (although, as we will see
in Section 2.2.3, probing flows may produce significant loss even if
the number of accepted flows is small).

If the router uses Fair Queueing scheduling (or some other variant
that enforces max-min fair bandwidth allocations) then the situa-
tion is quite different. A probing flow in the first group is admitted
(and existing flows in that group continue to receive acceptable ser-
vice) as long as r1(n1 + n2) < C; a flow in the second group is
admitted (and existing flows in that group continue to receive ac-
ceptable service) as long as n 1r1 + n2r2 < C . If at some given
time we have n1r1 + n2r2 < C flows of the second type will
admitted; if a short time later several flows of the first type arrive,
these newly arriving flows will be admitted until r1(n1+n2) = C .
At that point, the loss fraction for the first group of flows remains
zero, while the loss fraction for the second group of flows is r2�r1

r2
.

If we take r2 = 2r1 then this loss fraction is 1

2
which is clearly un-

acceptable. In such situations the larger flows (those in the second
6We do not mean to imply that flows require the dropping percent-
age to be below some precise target in order for service to be ac-
ceptable. However, we do assume that if the loss percentage is
below � then service is acceptable and that if the loss percentage is
quite high then the service is not acceptable.

group) will experience substantial losses even though, when they
initially probed, the network was completely uncongested. This
shows that Fair Queueing’s ability to isolate flows from each other
– to give each flow its fair share regardless of the overall load –
is not suited to endpoint admission control; such isolation leads
to situations where smaller flows are admitted even when their ac-
ceptance impairs the service being delivered to already accepted
larger flows. Thus, in designing endpoint admission control archi-
tectures one should not use Fair Queueing or its variants to service
admission-controlled traffic.7

2.1.2 Coexisting with Best-Effort Traffic
One of our design constraints is that the endpoint admission con-
trol coexist with current best-effort traffic. There is widespread
agreement that, in the current infrastructure, all applications shar-
ing bandwidth with TCP should deploy TCP-friendly congestion
control. Moreover, there are efforts to deploy various forms of
penalty boxes that would punish flows for not being TCP friendly
[10]. The admission-controlled flows we have been discussing are
not TCP-friendly, and thus would not share fairly with existing
TCP applications and may very well be punished by penalty boxes.
Thus, it is necessary to provide isolation between the TCP traffic
and the admission-controlled traffic. The discussion above suggests
that this isolation cannot be achieved by using a Fair Queueing or
CBQ scheduler to give best-effort and admission-controlled each a
share of the bandwidth. One needs a mechanism that does not al-
low the admission-controlled traffic to ever borrow bandwidth from
best-effort (because that bandwidth might fool a probe into thinking
extra bandwidth was available) and does not allow the best-effort
traffic to pre-empt admission-controlled traffic. The admission-
controlled traffic thus needs a strict upper bound (so it never bor-
rows) and lower bound (so it is never pre-empted) on its available
bandwidth.

The easiest way to accomplish this is to serve the admission con-
trolled traffic in a higher priority class, but to strictly limit its share
of bandwidth to some fraction of the link bandwidth (the amount of
the allocated share is a local administrative decision and need not be
uniform across routers). Simple priority queues with a rate limiter
(as described in [23]) could easily be included in DiffServ equipped
routers. Note that such queueing mechanisms are not work con-
serving; if there is no best-effort traffic present when the admission-
controlled traffic exceeds its limit, the scheduler temporarily leaves
the link idle rather than sending the admission-controlled traffic.

As a side note, we observe that one could use other forms of rate-
limited schedulers, such as rate-limited Fair Queueing or Round
Robin, to share between best-effort and the admission-controlled
traffic. In each of these, the admission-controlled traffic needs a
strict rate limit, but the best-effort traffic does not. All that is re-
quired of the scheduling algorithm (beyond the rate-limit) is that
when there is admission-controlled traffic present it gets its allo-
cated share of the bandwidth. We focus on the priority service only
because it is the simplest way to achieve this, and it is likely that
the admission-controlled traffic is more delay-sensitive than typical
best-effort traffic.

7Nothing in this section has any bearing on whether Fair Queueing
should be used to service best effort traffic. Our conclusion is only
that it should not be used for the admission-controlled traffic.
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2.1.3 Multiple Levels of Service
Once we are using priority queueing mechanisms, it seems natural
to offer several levels of admission-controlled service with these
levels of service receiving different priorities.8 However, if the
probes are sent at the same priority as the latter data packets, then
offering several levels of priority introduces the same stealing prob-
lem we saw in Section 2.1.1. To see this more clearly, imagine all
flows have the same rate r. Let n1 and n2 denote the number of
flows using priority levels 1 and 2 (with class 1 being higher prior-
ity). Flows will continue to be admitted to (and continue to receive
acceptable service in) level 1 as long as n 1r < C , while flows will
be admitted to (and continue to receive acceptable service in) level
2 as long as (n1+n2)r < C . As in Section 2.1.1, any flows admit-
ted to level 2 may have their bandwidth stolen by later admissions
to level 1. To be concrete; if there are currently flows in level 2 and
(n1 + n2)r < C , but new flows arrive in level 1 making n1r = C

then all packets in level 2 are dropped and the flows in that class
are completely deprived of service even though they detected no
congestion when they initially probed.

The above argument shows that one cannot have multiple levels
of priority for the probes. However, if one uses a different DS
field in the probe packets than in the data packets so that all probe
packets go into the same priority class then one can still have the
data packets sent at different levels of priority as long as the probe
traffic is at the same, or lower, priority than all other admission-
controlled traffic. In such a design, all admission-controlled flows
would compete on an equal basis for admission, but would receive
different levels of service once admitted.

In summary, the problem of stealing bandwidth leaves us with very
little design leeway; one cannot use scheduling algorithms that al-
low the admission-controlled traffic to borrow from other traffic.
In particular, one should not use traditional Fair Queueing (or other
variants) on a per-flow basis (to separate admission-controlled flows
from each other) or on a per-class basis (to separate admission-
controlled traffic from best effort traffic). One must use schedul-
ing mechanisms with strict rate limits on the admission-controlled
flows. A natural mechanism is priority scheduling with a strict
bandwidth limit to separate admission-controlled flows from best-
effort flows, with FIFO service within the admission-controlled
traffic itself. In addition, one can offer multiple levels of admission-
controlled service but only if all probing traffic uses the same level
of priority.

2.2 Endpoint Probing Algorithms
In what follows we assume there is only one class of admission-
controlled service.

2.2.1 Acceptance Thresholds
Given that admission control decisions are made by the hosts, one
might think the hosts should be free to choose a wide variety of
acceptance thresholds. To investigate this possibility, consider the
following example. There are two groups of flows, one with ac-
ceptance threshold �1 and another with acceptance threshold � 2; all
flows send at rate r. Let’s assume that �2 > �1 so the flows in the
second group have a less stringent admission standard than flows
in the first group. Flows in the first group will be admitted if there
are fewer than n1 = C

r

1

1��1
flows currently accepted or probing;

8For the purposes of this discussion we will assume we are talking
about priority scheduling, but our comments apply equally well to
priority dropping.

similarly, flows in the second group will be admitted if there are
fewer than n2 = C

r

1

1��2
flows currently accepted or probing. Note

that n2 > n1; thus, when the number of current flows (either ad-
mitted or probing) is between n1 and n2 only those flows in the
second group are admitted. The relative size of this window where
only the second group is admitted (compared to the total window
of when any flow is accepted) is given by n2�n1

n2
= �2��1

1��1
. This

suggests that if all the acceptance thresholds are small then the rel-
ative size of the window is also small. If the probability distribution
on flow occupancy – that is, the distribution of the number of flows
present at a given time – is reasonably uniform, then the acceptance
rates (or blocking probabilities) of the two groups of flows are ex-
tremely similar. In this case, flows could indeed have a great deal
of freedom in picking their � (as long as they are reasonably small).
However, there are two relevant observations.

First, while in this case adopting a more stringent admission stan-
dard (adopting a lower �) does not hurt a flow, in that its blocking
probability will not be much higher than if it chose a less stringent
acceptance threshold, neither does it improve that flow’s quality of
service. The quality of service experienced by a flow is a function
of the total number of flows present. Even if the more stringent
flows would only load the link up to a maximum of n1, the less
stringent flows would increase the link’s load up to n 2 and all flows
would experience the same dropping fraction; the quality of service
of all flows depends on the least stringent acceptance threshold of
any flow. Thus, flows have little to gain by choosing a more strin-
gent acceptance threshold.

Second, if the incoming load is reasonably heavy, the probability
distribution on flow occupancy – that is, the distribution of the num-
ber of flows present at a given time – is heavily weighted towards
n2 . If this is the case, the blocking probability of the more strin-
gent flows would indeed be significantly higher. We investigate this
phenomena through simulation in Section 4.

This analysis suggests that endpoint admission control would func-
tion best if all flows adopted the same acceptance threshold �. This
is reminiscent of the current end-to-end congestion control paradigm,
where there is no router support for bandwidth allocation (as there
is in Fair Queueing and related approaches) and the hosts are re-
sponsible for backing off in the presence of congestion. For con-
gestion control to function properly all flows must adhere to the
uniform standard of TCP-friendliness [10] or else some flows might
get substantially more than their share of the bandwidth.

2.2.2 Accuracy
For a host to be sure that the loss (or marking) fraction of a probe
is below � the probe must last for many multiples of ��1 (mea-
sured in packet transmissions, not time). Small � means extremely
long probe times, resulting in significant wasted bandwidth and a
substantial delay before the host can send data traffic.

If packet loss is used as the congestion signal and probe traffic is
sent at the same priority as data traffic, then � is a reasonable predic-
tor of the likely data packet loss levels. There is a choice between
long set-up times and small loss fractions, or short set-up times but
somewhat higher loss fractions. An alternative is to send the probe
packets at a lower priority than the admission-controlled data traf-
fic (but still at a higher priority than best-effort traffic); we call this
out-of-band probing, in contrast to the default of in-band probing.
With out-of-band probing the data packet loss fraction is substan-
tially lower than the probe packet loss fraction. Thus, one can have
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Figure 1: Illustration of Thrashing Behavior: The utilization and data packet loss probability for in-band and out-of-band probing.
The fluid model has Poisson arrivals, exponential flow times and exponential probe times. The flow inter-arrival time is 3.5 sec, the
average flow lifetime is 30 sec, the link bandwidth is 10 Mbps, and the flow bandwidth is 128 kbps. The x-axis is the average probe
length. The utilization (shown in (a)) is exactly the same for the in-band and out-of-band models. The data packet loss fraction
(shown in (b)) is that of the in-band model; the out-of-band-model has no loss.

a reasonably sized �, with its corresponding reasonable set-up de-
lays, and still achieve low data losses.

Another alternative is to use congestion marks (as in ECN) to in-
dicate congestion. The rate of packet marking will be substantially
higher than the rate of packet dropping, so one can again use a
larger value of � to reach the same level of loss.

Thus the probing time needed to achieve a given level of loss is
much less if one uses either out-of-band probing or uses marking
rather than dropping as the congestion signal. However, these two
alternative approaches – out-of-band probing and congestion mark-
ing – have the disadvantage that it is quite difficult to relate the ac-
ceptance threshold to the likely level of loss. In these two cases (as
observed in [7] for out-of-band probing) the acceptance threshold
serves as a very loose upper bound on the likely level of loss (if the
probing is done for a sufficiently long period of time).

We will explore the tradeoffs between probing in-band and out-of-
band, and between marking and dropping in Section 4.

2.2.3 Thrashing
When many flows are probing at once – so many that the drop per-
centage is significantly above � – none of the probing flows will be
accepted. This holds true even if the current number of accepted
flows is quite low. It is thus possible under high offered loads for
the system to enter into a thrashing regime where the number of
accepted flows is well below what the link could comfortably han-
dle but the cumulative level of probe traffic prevents further admis-
sions.

We can quantify this effect with a simple (but unrealistic) fluid flow
model with dynamic arrivals and departures and using packet drops
as the congestion signal. The flows arrive in a Poisson process and
have exponential lifetimes. The probes are exponential in length
and we assume they make perfect measurements (i.e., detect the
load level exactly); this is particularly unrealistic, but it is neces-
sary to make the model tractable. For space reasons we omit a
more detailed description of this calculation and merely present the
numerical results in Figure 1. Figure 1(a) shows the useful utiliza-
tion of the link, which is the fraction of the link utilized by data

packets. Figure 1(b) depicts the data packet loss probability. The
utilization applies to both the in-band and out-of-band models. The
data packet loss probability applies only to the in-band model; the
out-of-band model has no data packet loss. These functions are
plotted against the average probe length; similar curves would re-
sult if we increased the Poisson arrival rate of flows with a fixed
average probe time. What these curves reveal is that as the length
of probes increases (or as the incoming load increases) the sys-
tem undergoes a fairly sharp transition. Below the transition, the
utilization is quite high and the data packet loss probability quite
low. Past the transition the number of probing flows begins to ac-
cumulate without bound (because the incoming rate is higher than
the outgoing rate); the utilization then collapses to zero and the
loss fraction (in the in-band case) approaches one. Note that when
probing is in-band the system experiences a collapse; thrashing not
only denies new admissions, driving utilization to zero, but thrash-
ing also raises the data packet drop percentage. In contrast, if the
probing is out-of-band the system experiences starvation; the drop
percentage remains low but thrashing drives the utilization to zero.

Note that traditional IntServ admission control does not have a sim-
ilar thrashing problem at a single link.9 This is because when re-
quests arrive at a router, they are serialized (i.e., they come in order)
and admission control decisions can be made sequentially. In end-
point admission control, as in Ethernets and other multiple access
problems, there is no central point of serialization. When two flows
seek admission at the same time, and there is only room for one, an
IntServ router can admit one but not the other; in an endpoint ad-
mission control architecture both are rejected.

Since we expect that there will be occasional periods when the of-
fered load is much higher than the link capacity, the probing algo-
rithm should be designed to minimize thrashing. We suggest using
slow-start probing, in which the probing rate slowly ramps up, to
detect congestion without unnecessarily creating it. One example
of such a scheme is to have the rate of the probe traffic start out
small for some period of time; if the observed loss (or marking)
percentage is below � then the host doubles the probing rate for the

9The IntServ approach can have a thrashing problem in a multi-link
scenario when resources are scarce at more than one router along a
path [16].
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next period of time. This process repeats until the desired trans-
mission rate is reached. This allows the flow to receive an early
signal of congestion before overloading the link. We are not able
to include slow-start probing into the model above (the state space
explodes), but we test it through simulation in Section 4.10

3. SIMULATION PRELIMINARIES
We first define the designs to be tested and then describe the simu-
lation methodology.

3.1 Prototype Designs
The discussion of router scheduling mechanisms greatly limited
the design options. It appears that the most sensible design is to
use a strict priority packet scheduler, with a bandwidth (and buffer)
limit on the admission-controlled traffic. The bandwidth limit de-
termines the share of bandwidth allocated to admission-controlled
traffic. Determining this allocation is a local administrative deci-
sion. We expect that best-effort traffic will dominate admission-
controlled traffic (in terms of bandwidth usage) so that admission-
controlled traffic’s allocated share of the bandwidth will likely be
50% or less of the total link.

Within the admission-controlled traffic we also consider another
level of priority so that probe traffic can be sent at a lower prior-
ity level than data traffic (but still higher than best-effort traffic);
there is no bandwidth cap limiting the amount of bandwidth that
must be left over for the probe traffic. That is, there is a band-
width limit that applies to the sum of the admission-controlled data
and probe traffic, but there is not a separate bandwidth limit for
the admission-controlled data traffic. When we have this additional
level of priority for the probe packets, incoming data packets push
out resident probe packets if the buffer is full.

We test both packet drops and congestion marks as the signal of
congestion. The dropping behavior of these admission-controlled
queues can be either drop-tail or RED [11]; we used drop-tail for
ease of simulation but we don’t think this affected the results. 11

For the marking algorithm we use a virtual queue similar in spirit
to what is discussed in [6] and [13]. The router simulates the be-
havior of a queue with 90% of the real bandwidth (but same size
buffer) and marks packets that would have been dropped in the vir-
tual queue. This can be implemented efficiently, as it only requires
one counter for each priority level and an update of that counter on
packet arrivals.

Hosts must characterize their flows as conforming to an (r; b) to-
ken bucket (as in [22]). In the simplest form of probing, the host
sends probe packets at a rate r for some fixed duration; in our sim-
ulations, that duration is 5 seconds.12 At the end of the probing
interval, the loss percentage is computed and the admission deci-
sion is made; the receiving host records the losses and commu-
nicates the acceptance/rejection decision to the sending host. If,
before the end of the probing period, the number of packet losses

10In addition, as in regular IntServ, rejected flows should use expo-
nential back-off before retrying (see [16]), but we do not explore
the issue of retrying flows here.
11While RED has substantial advantages for TCP flows, it is not
clear that it provides substantial benefits for traffic that is not ad-
justing its transmission rate (once it has been accepted).
12Five seconds is chosen to balance the delay that a user might tol-
erate at the start of a real-time session with the need to achieve an
accurate sample of network performance though probing. In Sec-
tion 4 we use simulation to further understand this tradeoff.

has already reached the point where the total loss percentage will
be over threshold, then the probing is stopped and the flow rejected.
For instance, if the probe rate is 1000 packets per second, and the
acceptance threshold is 1%, then once 51 packets are dropped the
probing is halted and the flow is rejected.

As discussed in Section 2.2.3, it may be necessary to slowly ramp
up the probe rate in order to prevent starvation or collapse. For this
version of slow-start probing, we first probe at rate r

16
for 1 second;

if the loss (or mark) percentage is below threshold we probe at rate
r

8
for a second and again the loss percentage is checked. This pro-

cess is continued for 5 seconds at which time the host, if the flow
has not been rejected, has probed for a second at rate r.

An intermediate version of probing, which we call Early Reject
probes at the rate r for at most five seconds (as in the simple probing
algorithm) but if in any second-long interval the loss (or mark) per-
centage is above threshold then the flow is rejected (and the probing
stopped). This algorithm allows us to determine if the performance
differences between slow-start probing and the simple probing al-
gorithms are due to the early rejection or the incremental increases
in bandwidth.

The probing algorithms described above do not take the bucket size
b value into account when they probe. We could easily modify them
to put the probe packets into bursts of size b followed by a quiescent
period of time b

r
. Alternatively, one could probe at some rate r 0 that

is a function of the r and b. For instance, some measurement-based
admission control (MBAC) algorithms use an effective peak rate
that is a function of r and b (see [9]); this value could be used as
the probing rate.

As we argued in Section 2, the admission control threshold should
probably be a uniform standard.13 For most of our simulations we
assume that all flows use the same threshold �. However, we do
run one test where the �’s are different to evaluate the impact of
threshold heterogeneity.

Aside from the options in probing (slow-start, early reject, or sim-
ple) the main design options we explore through simulations are
whether to probe in-band or out-of-band and whether to signal con-
gestion with packet drops or congestion marks. Thus, we have
four basic design choices: dropping in-band, dropping out-of-band,
marking in-band, and marking out-of-band. Dropping in-band is
the simplest scheme, and requires only a rate-limited priority sched-
uler to separate admission-controlled traffic from best-effort traffic.
The in-band marking scheme is very similar to that proposed in
[13] and requires simulating a virtual queue and the use of ECN-
like bits. The out-of-band dropping scheme is similar to that pro-
posed in [7] and requires three levels of priority (one for admission-
controlled data, one for probes, and one for best-effort). The out-of-
band marking scheme is a hybrid of these latter two approaches. 14

13However, it is appropriate to set � differently for different algo-
rithms, since the relationship between � and actual performance
varies for in-band and out-of-band probing. Once the decision is
made to adopt a certain design, the uniform value of � can be set.
14The real difference between the out-of-band marking scheme and
the out-of-band dropping scheme is not the use of congestion bits
but instead is the use of a virtual queue. One could use the virtual
queue idea to decide when to do something about the probe pack-
ets, but instead of marking them merely drop them. This virtual
dropping design would remove the need for ECN bits while still
giving early congestion signals. This is possible with out-of-band
marking, but not in-band marking, because having a separate queue
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Source Burst Rate On Time Off Time Avg. Rate �

EXP1 256k 500ms 500ms 128k –
EXP2 1024k 125ms 875ms 128k –
EXP3 512k 500ms 500ms 256k –
EXP4 256k 5000ms 5000ms 128k –
POO1 256k 500ms 500ms 128k 1.2

Table 1: Traffic Sources: The burst rates and average rates are
in units of bits per second.

We will be testing these four variations in various scenarios. The
Measured Sum algorithm, a traditional IntServ per-hop measurement-
based admission control (MBAC) algorithm described in [14], will
serve as a benchmark for these endpoint admission control designs.

Our design does not address the issue of multicast. One could
use the simple algorithm that when a receiver decides that a flow
has been rejected, it merely leaves the multicast group. The large
leave-latencies of current multicast implementations may hinder
this approach, but otherwise it would result in the desired state: the
admission-controlled traffic would only travel paths along which
the probes passed successfully. We do not test the multicast design
in this paper.

3.2 Simulation Methodology
The admission-controlled traffic is given strict priority over best-
effort traffic, but there is a bandwidth limit. In our simulations15 we
merely simulated the admission-controlled traffic as being serviced
by a queue running at the speed of its bandwidth limit. This is
not precisely the behavior of a rate-limited priority queue, but it is
rather close. This simplification frees us from simulating the best-
effort traffic running at strictly lower priority. Correspondingly,
when we report utilization figures in the simulation results, these
refer to the amount of the allocated share, not the link bandwidth,
that is consumed by admission-controlled data packets. We do not
include probe traffic in our utilization figures (because they do not
reflect useful transmissions).

In the simulations that follow, the admission-controlled traffic is
modeled by a Poisson arrival process with average interarrival time
� . Flows that are rejected do not retry; this is obviously unrealis-
tic, but our simulations are simplified if we consider retrying flows
as part of the incoming Poisson process (i.e., retrying flows would
merely make � effectively larger). All flows have exponential life-
times with an average lifetime of 300 seconds.

We use six different traffic sources. Five of them are on-off traf-
fic sources, with four of them having exponential on and off times.
The fifth on-off traffic source has Pareto on and off times (described
by a shape parameter, �). This source produces LRD traffic in the
aggregate. All packets from these on-off sources are 125 bytes in
length. Table 1 contains the parameter values for these five on-
off sources; each of them conform to a token bucket with b = 125
bytes with the rate r given by the burst rate. Exponential and Pareto
on/off sources are denoted with the labels EXP and POO, respec-
tively. The last source is a trace from the Star Wars movie [12]
which uses 200 byte packets; we reshape (by dropping) it to con-
form to a token bucket with r = 800kbps and b = 200kb.

allows the router to use the virtual queue to drop probe packets and
not data packets.
15We used the ns simulator, extending it to support the functionality
required for our experiments.

Figure Source(s) � (sec) Description
2 EXP1 3.5 Basic scenario
3 EXP1 3.5 Longer probing
4- 7 EXP1 1.0 Higher load
8(a) EXP2 3.5 Four times burst rate,

same average
8(b) EXP3 7.0 Twice burst and average
8(c) POO1 3.5 Long-tailed on/off times
8(d) Star Wars 8.0 Real trace data

Trace
8(e) EXP1, EXP2, 3.5 Heterogeneous traffic

EXP4, POO1 sources
8(f) EXP1 35 Low multiplexing
Table 3 EXP1 3.5 Heterogeneous �
Tables 5-6 EXP1 - Multi-link topology
11 EXP1 3.5 Coexistence with TCP

Table 2: Simulation Scenarios

All but one of our simulations uses a simple topology with many
sources sharing a single congested link. The bandwidth of this link,
unless otherwise specified, is 10Mbps and it has a propagation de-
lay of 20msec. There is enough buffering for 200 packets. We also
use a 12-node topology to assess the impact of flows traversing dif-
ferent numbers of congested links.

We test in-band marking and in-band dropping with � = 0; :01;
:02; :03; :04 and :05. We test out-of-band marking and dropping
with � = 0; :05; :10; :15 and :20. All simulations are run for
14,000 simulation seconds, and data for the first 2000 seconds are
discarded.

For reference, Table 2 lists all of the simulation scenarios that we
describe in the following section.

4. PERFORMANCE ISSUES
We now use simulation to evaluate the performance of the endpoint
admission control designs.

4.1 Basic Scenario
We start off by considering a rather basic scenario consisting of our
single link topology and EXP1 sources. Figure 2 shows the data
packet loss probability versus utilization achieved for the 5 tested
algorithms (4 endpoint admission control algorithms and the ref-
erence MBAC.) Slow-start probing is used for endpoint admission
control. Offered load is such that the blocking rates in these ex-
periments are approximately 20%. For a given endpoint admission
control algorithm each point shown reflects the loss probability and
utilization produced by a different � value, averaged over 7 simu-
lation runs with different random seeds; following [4] we call the
curve described by these points the loss-load curve of the algo-
rithm. There are two aspects to these curves. First, one cares about
the loss value for a given level of utilization (or, equivalently, the
utilization at a given loss value); all other things being equal, al-
gorithms that produce lower loss at the same utilization level are
clearly superior. Second, one cares about the range of utilization
(or loss rates) that can be achieved by varying the � parameter for
a given probing length. We say that two loss-load curves have the
same frontier if (by extrapolating loosely) it appears that the losses
at the same level of utilization would be similar. We say the curves
have different ranges if the levels of utilization (at the end points)
are quite different.
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Figure 2: Basic Scenario – EXP1 traffic source, � = 3:5s
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Figure 3: Basic Scenario with Long Probing

With this in mind, we now turn to Figure 2. The frontiers of the
various loss-load curves seem to be fairly close to the benchmark
MBAC curve, and even closer to each other. Thus, for a given level
of utilization the loss rates achieved by endpoint admission control
are quite competitive with the loss rates produced by the MBAC
(consistently within a factor of two, and often closer). The most
striking aspect of the results is the dramatically different ranges of
these loss-load curves. The out-of-band marking is able to achieve
dropping rates on the order of 10�5 while only probing for 5 sec-
onds. In contrast, the in-band dropping algorithm’s minimal drop
rate exceeds 10�3 . The in-band marking and out-of-band dropping
reach intermediate levels of loss.

Note that even when � = 0 the in-band dropping algorithm has
significant losses (0.4%). To see why this is so, let’s consider a
simple model (using simple probing, not slow-start probing) and
assume the link has a fixed drop percentage �. Note that if one
fixes a probe time T and one’s probe rate is r (with packet size P ),
then even if one sets � = 0 flows will be admitted with probability
(1��)

rT

P . A flow will be admitted with 50% probability when � =

1�2�
P

rT . This value of � is a rule-of-thumb estimate of how low a
drop rate in-band dropping can achieve for a given probing interval.
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Figure 4: High Load: in-band dropping
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Figure 5: High Load: out-of-band dropping

For the scenario considered here, this results in a rule-of-thumb
drop rate of 0.13% which is about a third of what is observed.

One could presumably achieve lower loss rates by probing for longer
(if one were willing to incur the longer set-up delays). In Fig-
ure 3 we compare the loss-load curves achieved for in-band drop-
ping with our usual 5 second slow-start probing algorithm to one
which probes for 25 seconds (5 seconds at each probing rate as it
doubles towards r). We find that while longer probing does lead
to decreased drop rates, utilization has also decreased substantially
because more bandwidth is consumed by probe packets. Probing
for such a long time runs the risk of inducing thrashing, which is
the subject of the next section.

4.2 High Loads
As discussed in Section 2.2.3, under high loads the system can en-
ter a thrashing regime where few flows are admitted. We consider
a load model similar to the one considered above, except that the
arrival rate is now 1 flow per second, 3.5 times what it was be-
fore, representing a total load of approximately 400% of the link
capacity (yielding blocking rates around 75%.) We use this sce-
nario to investigate the impact of thrashing in a real environment,
and so evaluate the effectiveness of slow-start probing in allevi-
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Figure 6: High Load: in-band marking

ating it. Figures 4-5 show the loss-load curves of the two proto-
type designs that use dropping, each with three different probing
algorithms: slow-start, simple probing, and early reject. Loss-load
curves for the reference MBAC are also shown.

Consider first Figure 4 which shows these three probing algorithms
for the in-band dropping design. Note that simple probing and early
reject have very similar frontiers, with early reject having some-
what lower loss rates for the same values of �. However, both
of these frontiers are substantially worse than that of the bench-
mark MBAC algorithm; the loss rates are roughly ten times larger
at equivalent levels of utilization. The slow-start frontier is much
closer to the MBAC, only a factor of two worse. Note that the loss
rates achieved by the probing algorithms are all rather similar, the
only difference is that slow-start keeps the utilization level higher
for the same value of loss. In this sense, slow-start has achieved its
goal of minimizing thrashing by not allowing the incoming probe
traffic to prevent admissions.

Figure 5 shows the results with out-of-band dropping. The three
probing algorithms have extremely similar loss-load frontiers, and
they are quite close to that of the MBAC. Slow-start continues to
achieve higher utilizations than the other two probing algorithms,
but here it comes at the expense of higher loss rates. This is consis-
tent with the theory we described in Section 2.2.3; with out-of-band
probing there was no loss due to thrashing, only starvation under
heavy load. Here with a more varied and realistic load model, we
see that the loss versus utilization curves are unaffected by which
probing algorithm is used (reflecting that thrashing itself causes no
additional loss) but that slow-start is capable of minimizing starva-
tion. When comparing in-band marking to out-of-band marking in
Figures 6 and 7, one sees a similar difference between thrashing
collapse and thrashing starvation.

In all of the simulations that follow we use the slow-start form of
probing because of its apparent benefits.

4.3 Robustness
We now subject our designs to a much wider set of load patterns.
We use the additional source models described in Table 1. These
include loads with burstier sources, bigger sources, LRD traffic,
trace driven traffic, heterogeneous traffic, and low degree of multi-
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Figure 7: High Load: out-of-band marking

plexing (where the link is only 1 Mbps). The loss-load curves are
shown in Figure 8. We don’t discuss each graph in detail, but will
briefly summarize the results. In each graph the endpoint admission
designs produce loss-load frontiers that are reasonably close to the
MBAC benchmark. The in-band dropping design consistently has
the highest dropping rates, but in each case it is able, for � = 0
to achieve a dropping rate of roughly 2% or less. The out-of-band
marking design always produces the lowest dropping rates. Typi-
cally in-band marking had a lower dropping range than out-of-band
dropping, but the magnitude of this gap varied widely between the
different scenarios. Figure 8(a) depicts a somewhat exceptional
case, where the in-band frontiers were substantially worse than the
two out-of-band designs. This source model has a higher token
rate, r. Therefore, it probes the network at a higher rate, resulting
in a higher fraction of network bandwidth devoted to these probe
packets.

As we discussedin Section 2, and as we will elaborate on below, the
� values will likely have to be a uniform standard. That means that
endpoints cannot adjust their � to achieve the desired loss rate in a
particular scenario. To what extent can the loss rate be predicted, or
at least bounded, by the choice of �? This depends on how widely
the loss values vary for a fixed �. 16 Figure 9 shows the resulting
loss rates for each algorithm for a fixed �; � = 0:01 for the in-
band designs and � = 0:05 for the out-of-band designs. The point
here is not to compare across designs (since these losses occur at
different utilizations) but to note the variation in loss rates within a
design. The loss rates show significant variation, at least an order
of magnitude in every case. This suggests that it will be hard to
provide any meaningful a priori predictions about likely loss rates.

In all but one case the maximal loss occurred with low multiplex-
ing, which is consistent with the intuition that effective probing
is aided by having smooth aggregate traffic. The maximal loss was
greater than � for in-band probing for the low multiplexing and high
load scenarios. For the other three designs the maximal loss rate
was less than �. Thus, for these designs � serves as a crude upper
bound on the likely loss rate if one needed to characterize the max-
imal loss rates for a statistical real-time service (if the probe times
are long compared to ��1). As observed in [7], these bounds tend

16Note we are not asking about utilization variation, since what an
individual flow cares about is its own quality of service.
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(a)EXP2: burstier source, same average rate
as basic scenario

(b)EXP3: bigger source, twice average and
burst of basic scenario

(c)POO1: pareto on/off times, aggregate LRD
traffic
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Figure 8: Robustness Experiments
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Figure 9: Loss percentages for many scenarios with fixed �

to be quite conservative for the out-of-band designs.

So far we have presented a fairly broad set of simulations. We now
address a few more specific performance issues.

4.4 Heterogeneous Thresholds
The discussion in Section 2 indicated that if the � values were uni-
form, and thus static, it would be hard to control the level of ser-
vice in a predictable manner. We now test the assumption that the
thresholds should be uniform. We considered the same load model
as in the basic scenario but with two classes of flows, those with
� = 0 and those with larger � (� = 0:05 for the in-band designs and
� = 0:20 for the out-of-band designs). Table 3 shows the resulting
blocking probabilities of the two classes of flows; their packet drop

Design Low � High �

In-band dropping .238 .134
In-band marking .332 .206
Out-of-band dropping .315 .192
Out-of-band marking .362 .284

Table 3: Blocking probabilities for low and high �’s: For each
design, the low value is � = 0. For the in-band designs the high
value is � = 0:05, and for the out-of-band designs the high value
is � = 0:20.

rates are the same, since once the flows are admitted they share the
same service class. Simulations at higher offered loads resulted in
very similar ratios of the blocking rates. This shows that indeed
that lowering the � in an attempt to increase one’s quality of service
merely leads to a higher blocking rate. Conversely, if all other flows
were using some threshold � then another flow could use a value of
2� to lower its blocking probability without sacrificing its quality
of service. However, when all flows followed suit and raised their
thresholds the resulting quality of service would degrade. This is
exactly in parallel with the tragedy-of-the-commons we find with
the current congestion control paradigm.

4.5 Heterogeneous Traffic
The load model used in Figure 8(e) is a combination of four traf-
fic sources. Three of them are described by the same token bucket
rate r, and so their admission control probing rates are the same
(and hence they have the same blocking rate). The fourth flow has
a token bucket rate that is 4 times that of the other flows. When
it probes, it is presumably more likely to incur losses and will be
less likely to gain admission. As noted in [4] traditional MBAC ad-
mission control has a similar tendency to discriminate against big-
ger flows. Table 4 presents the blocking probabilities of the large
and small flows in this scenario. The MBAC level of discrimina-
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Design Small Flows Large Flows
In-band dropping .200 .457
In-band marking .329 .429
Out-of-band dropping .278 .524
Out-of-band marking .321 .490
MBAC .156 .624

Table 4: Blocking probabilities for the large and small flows
with heterogeneous traffic.

Design Short Flows Long Flows
In-band dropping 0.0039 .011
In-band marking 0.0003 0.0007
Out-of-band dropping 0.0006 0.0021
Out-of-band marking 0.000015 0.000044
MBAC 0.0013 0.0045

Table 5: Loss probability for the long and short flows: The loss
probabilities of the short flows at each of the three congested
links are averaged together. The data is for � = 0. The relevant
comparisons are between the loss probabilities for the short and
long flows for a given algorithm; the parameter values are not
tuned to give the various designs equivalent loss rates.

tion against big flows is significantly higher than that of any of the
endpoint admission control algorithms. This derives from the less
precise nature of the endpoint algorithms. The MBAC sees a much
larger sample (actually all) of the packets traversing the link, and
therefore has a much more accurate estimate of the current load on
the link. Thus, it is aware of how much spare capacity exists, and
under high load it will often only have capacity to admit a small,
and not a large, flow. Edge admission control algorithms, on the
other hand, make decisions based on a smaller sample of packets.
Since their decisions can not be as accurate, they will be more likely
to admit a large flow, even if capacity does not exist, and reject a
small flow when there is spare capacity. Thus, edge admission con-
trol actually alleviates to a degree the problem of discrimination
present in traditional admission control algorithms.

4.6 Multi-hop
All of our simulations so far have been on a single link topology.
What happens on multiple links? We use the topology depicted
in Figure 10 to answer this question. Some flows take the three
hop route along the linear backbone, while others follow the paths
that traverse the backbone only for one hop. Only the three links
on the backbone are congested. Thus, some flows must fight for
admission across a path with multiply congested links, while others
– the cross traffic – only have to contend with a single congested
link. We address two issues here.

First, it is reasonable to ask if the endpoint probing paradigm is
viable over multiple hops. One might imagine that the probing
signal is degraded by traversing multiple congested links, leading
to improper admission decisions. Our simulations do not reveal any
sign of this. Table 5 shows the loss probabilities of the short and
long flows with � = 0. The loss probabilities of the long flows are
closely approximated as three times the loss percentage of the short
flows. Thus, while long flows inherently will experience higher
drop rates because they are traversing multiple hops, it appears the
longer path does not impair the accuracy of the admission decision.

Second, as described in [4], traditional MBAC admission control

Figure 10: Simulation topology for multiple link scenario

discriminates against the multi-hop flows. If admission control de-
cisions were purely uncorrelated and if the probability of accep-
tance at each hop was a then cross traffic flows would be accepted
with probability a while the multi-hop flows would be accepted
with probability a3 . The question we have is whether endpoint
admission control experiences more severe discrimination against
multi-hop flows. Table 6 shows the blocking probabilities for the
two classes of flows. The MBAC blocking probability is well mod-
eled by the product approximation. The marking designs are also
well modeled by this approximation, but the dropping designs dis-
criminate more severely against the long flows. This may not be a
serious issue in practice, given that it will be rare to be traversing
many congested links and, if it happens, the resulting discrimina-
tion is not drastically worse than that of the MBAC.

4.7 Incremental Deployment
The previous simulations are all based on the universal deploy-
ment of, at the very least, a separate DiffServ class for this end-
point admission-controlled traffic. If indeed endpoint admission
control is deployed, its deployment will be incremental and there
will be cases where admission-controlled traffic traverses legacy
routers that do not have a separate DiffServ class set aside for
this admission controlled traffic. At these routers, the admission-
controlled traffic will share the queue with best effort traffic. In this
last scenario, we see how bandwidth is shared between admission-
controlled traffic and TCP traffic at such a legacy router. Figure 11
shows the aggregate bandwidth over 10 second intervals used by
the TCP flows, for several values of the parameter �. 20 TCP flows
are started at time zero, and admission-controlled traffic begins
50 seconds later. These simulations use TCP Reno and drop tail
routers, which are both currently widely deployed. For small � the
loss induced by the TCP flows prevents the admission-controlled
flows from being admitted to the network and using any significant
level of bandwidth. For higher values of � the bandwidth is shared
fairly equally between the two classes. Similar results were ob-
tained when we reversed the starting order between the TCPs and
the admission-controlled flows. Additional runs with varying num-
bers of TCP flows shows that there is typically critical value for �
such that above that value both kinds of traffic receive a significant
share of the bandwidth, and below that value the TCP traffic domi-
nates. As the number of TCP flows increases, the higher the critical
value.

In none of our tests did the admission-controlled traffic take (on av-
erage) substantially more than 50% of the link; admission-controlled
traffic was either rejected due to the background loss induced by
TCP or it shared the bandwidth reasonably with TCP. However, we
did not test this under a wide range of conditions. More exten-
sive testing would be needed to ensure that the conclusions reached
here are indeed more generally valid. Of particular interest are the
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Design Short Flows I Short Flows II Short Flows III Long Flows Product
In-band dropping .202 .210 .210 .601 .508
In-band marking .262 .267 .247 .611 .593
Out-of-band dropping .317 .286 .275 .717 .646
Out-of-band marking .331 .333 .359 .732 .711
MBAC .307 .259 .286 .646 .633

Table 6: Blocking probabilities for the long (i.e., multi-hop) and short (i.e., single hop) flows: The blocking probabilities of the short
flows at each of the three congested links are listed separately. The last column indicates the blocking probabilities that would result
from assuming that the acceptance probability for a long flow is the product of the acceptance probabilities at each hop. The data is
for � = 0. The relevant comparisons are between the product approximation and the actual blocking probability of the long flows;
comparing the absolute blocking probabilities between the MBAC and the endpoint designs is misleading because the parameter
values are not tuned to give equivalent loss rates.
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Figure 11: TCP utilization in the presence of admission-
controlled traffic for different values of �. The two lower curves
are for � = 0:04 and � = 0:05.

resulting bandwidth shares when flows have different round trips
times and when conditions are not stationary. Verifying that these
results hold more generally would be necessary (but not sufficient)
to determine whether it might be safe to deploy endpoint admission
control algorithms in hosts even before the routing infrastructure
universally supports a separate DiffServ class for that traffic.

5. SUMMARY
Several papers have proposed endpoint admission control as a pos-
sible alternative to IntServ for supporting soft real-time services
such as Controlled-Load. Rather than using complicated and non-
scalable signalling protocols, endpoint admission control combines
sophisticated host algorithms with a rather traditional best-effort
infrastructure modified only to give two additional priority levels.
Our goal here was to first understand some of the basic architectural
issues involved, and then to evaluate the performance of various de-
sign options for endpoint admission control. We want to stress that
the credit for inventing this approach lies elsewhere (with [5, 7, 13,
15]) and that our purpose was to do a more thorough architectural
and performance analysis.

We divide the rest of our concluding comments into which and
whether.

Which: Our architectural discussion suggested that there were only
two basic design decisions: should we mark or drop to indicate

congestion, and should we probe in-band or out-of-band. The sim-
ulation results indicate that the marking and probing out-of-band
loss-load frontiers are not always superior to that of in-band drop-
ping. However, the key advantage of both marking and probing
out-of-band, and particularly their combination, is that they consis-
tently achieve lower loss rates for a given length of probing. Note
that we are concerned primarily with loss, not utilization, here.
That is because the utilization figures only indicate the fraction
of the allocated share that the design achieves. If at a particular
router the level of utilization is too low (and in none of our ex-
periments was the achieved utilization less than 50%), one could
always just increase the allocated share to increase the level of
admission-controlled traffic. In addition, the leftover bandwidth
is not going to waste, it is being used by the best-effort traffic.

Choosing between the designs presents us with the typical com-
plexity versus performance tradeoff: marking17 and out-of-band
probing both entail additional mechanism, but they also allow us
to achieve lower loss rates. One of the fundamental quandaries
in choosing between the various designs is deciding what loss rates
the Internet should attempt to support for admission-controlled traf-
fic. This question is well outside the scope of our paper, but it holds
the key to whether the less complex in-band dropping design would
ever be deemed acceptable.

However, before deciding which endpoint admission control design
to adopt, one should first ask whether to adopt one at all.

Whether: Endpoint admission control certainly has its flaws. The
set-up delay is substantial, on the order of seconds, which may limit
its appeal for certain applications. The utilization and loss rate can
degrade somewhat under sufficiently high loads even with slow-
start probing. The quality of service is not predictable across set-
tings. While these performance problems are not insignificant, we
suspect there are two far greater barriers to adoption.

First, as of yet we have no proposed mechanism to enforce the uni-
formity of the admission thresholds, or even to enforce the use of
admission control at all in this service class. That is, users could
send packets with the appropriate admission control DS field with-
out using admission control.18 A similar problem is faced by our
current best effort congestion control paradigm, where users can

17Recall our discussion in Section 3.1 where we contended that the
real complexity for out-of-band marking was the virtual queue, as
one could easily achieve exactly the same results doing out-of-band
virtual dropping instead of out-of-band marking.
18This is equivalent to using a threshold of � = 1, which is why we
related it to the problem of setting the thresholds uniformly.
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currently send best-effort traffic without using any congestion con-
trol. However, there are at least proposed solutions to the best-effort
problem (e.g., penalty boxes, Fair Queueing like scheduling algo-
rithms) whereas for admission-controlled traffic this is a completely
open problem.

Second, we must continue to explore how one could deploy end-
point admission control incrementally. The simulations in Sec-
tion 4.7 showed that in the limited scenarios tested endpoint admis-
sion control does the right thing at legacy routers by either equitably
sharing the bandwidth with TCP flows or surrendering gracefully.
However, more extensive simulations are needed to see whether
this holds under a wider set of reasonable operating conditions.

Thus, there are significant design and deployment challenges that
remain to be addressed. We urge further research in this arena,
since the stakes are quite high. Endpoint admission control repre-
sents a radical and welcome departure from the complexities of the
decade-long IntServ effort, and offers a much more scalable and
deployable approach to support soft real-time services.
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