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ABSTRACT
In this paper, we consider issues pertaining to end-to-end
communications and mobility of network end-points in a net-
work where the forwarding is based on data and interest. We
view the network as a collection of black boxes, based on a
set of recursive rendezvous functions. The boxes hide their
internal topology and expose only labels and interest defini-
tions to outside. We study the concept of completeness of
network topology and find it useful for understanding and
optimizing publish/subscribe based network architectures.
We also show that many issues related to making network
end points meet on multiple layers, such as mobility, be-
come much simplified and some even trivial. Towards the
end of the paper, we outline challenges and future work in
this area.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Distributed
networks; C.2.6 [Internetworking]: Routers

General Terms
Design, Security

1. INTRODUCTION
The current dominant networking stack, the Internet Pro-

tocol suite, suffers from a number of limitations, but works
reasonably well for current demands [18]. Current chal-
lenges include mobility, efficient global multicast, and multi-
homing. The network structure also makes hosts and ser-
vices especially vulnerable to unwanted traffic and Denial-of-
Service (DoS) attacks. In addition, reconciliation of end-to-
end reachability [10, 4] with other networking requirements
that arise from scarcity of IP addresses, and untrustwor-
thy environment (e.g. firewalls, NAT, and other middle-
boxes [31]) is a much studied, albeit hard to solve problem.

Many of the mobility and security related problems stem
from the fact that the IP address specifies both the iden-
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tity and location of a host. This means that a location
management scheme is needed to update any changes in a
mobile node’s IP address to its peers. In addition, various
intermediaries, such as NAT - boxes may filter and modify
packets. Private networks created using NAT create yet an-
other problem for the architecture, because typically only
outbound connections are allowed.

We sketch a networking architecture based on data and
interest driven packet delivery motivated by the publish /
subscribe paradigm [14] in Section 2. In our architecture,
the network presents itself as a black box to those utilizing
it recursively, i.e. a local network is a black box, as is a
domain, and the whole inter-domain network itself. A black
box hides the internal topology to outsiders utilizing it and
exposes only those labels and interest definitions necessary
to outside users. Our aim is to define an internetworking
architecture that can be run on top of both L2 and L3.

Our architecture has native support for multicast and any-
cast primitives; indeed, it is built upon them. In this kind
of networking architecture many traditional problems, such
as mobility and multihoming, become easier to solve, some
even trivial. However, the scalability of data and interested-
oriented networking is still a major challenge. We assume
that edge clients indicate their willingness to receive data
by subscribing, and it is the aim of the network to act as
a substrate for this data delivery process from distributed
data sources.

In our work, we approach the scalability challenge using
a recursive set of rendezvous functions. We consider the
properties of the network model with more detail in Section 3
and discuss the various problems pertaining to this model in
Section 4. Section 5 gives a brief overview of related work
and finally we conclude in Section 6.

2. BLACK BOXES
In contrast to traditional end point-oriented network con-

cepts, information centric approach, revolving around par-
ticular data and interest for this data, has a significantly
different structure and architectural principles. In the fol-
lowing, we outline the principles that lay the foundation for
our architectural model. We then investigate the crucial role
of rendezvous in this model before going into details on the
functions for our architecture.

2.1 Principles of Design
Information is central in the architecture we intend to

consider. While IP decomposes an information-centric view
of the world by introducing topological constraints on the
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delivery of information (i.e., the subnet-structure of IP net-
works), we intend to primarily build the system architecture
around information from the viewpoints of semantics and
scope.

In this information centrism, two concepts are fundamen-
tal, namely the recursive nature of information semantics
and the notion of information scope as a concept of reacha-
bility.

The concept of recursive information semantics is expressed
by rigorously basing our design on the notion of informa-
tion, starting from very low level forwarding information up
to complex semantics with certain contexts. For that, we
assume flat labels that are used to identify communication
relations between entities that are concerned with a partic-
ular class of information. Note that the particular topology
for delivering this information is not of our concern (yet).
We further assume that any higher layer semantics will be
recursively built on top of this low level forwarding seman-
tics. With this, we build the bridge between higher level
concepts like ontologies and the lower level information that
is used to deliver exactly these higher level concepts without
particularly introducing the same topological constraint in
reachability that we see in IP.

Given the concept of recursive information semantics, we
turn towards the issue of reachability. Information scoping
replaces the concept of topologies in IP networks, i.e., it rep-
resents the (limitation of) reachability of information. Given
the outlined recursion on semantic level, scoping information
and therefore the reachability of said information in itself is
recursive. Hence, we assume that for certain levels of seman-
tic, certain mechanisms exist for scoping the information re-
lated to the given semantic. There exists a variety of mech-
anisms to scope information on various levels. While we can
see a GMPLS service manager as a means to scope forward-
ing labels in an all-optical network, rendezvous mechanisms
are usually used for scoping information on routing level,
while search or discovery are applied on higher levels of se-
mantic. With the notion of scope defining the reachability
of information, we assume that the architecture is neutral
to the semantics and structure of the data sent.

With these concepts of recursive information semantics
and information scopes for certain semantic levels, we fur-
ther assume a communication model for our architecture
that places the control over reception of data entirely in the
hand of the receiver, provided that permission to receive has
been granted. Hence, a model similar to publish/subscribe,
in which data is only received once subscribed to it, is the
foundation for our system architecture. However, the ex-
act implementation of this communication model will vary
depending on the level of semantics we are operating on.

With the above said in mind, we can formulate the fol-
lowing design principles for our system architecture:

P1 The architecture is information centric with recursively
layering information semantics (information layering)

P2 Information is scoped with (recursively) layering re-
gions of reachability (information scoping)

P3 Within each scope, the architecture is neutral towards
the semantics and structure of data sent (scoped infor-
mation neutrality)

P4 Information retrieval is receiver-controlled, provided
access has been granted

In the remainder of our work, we focus on the impact of
these principles on the design of a potential solution and
the role of critical components like rendezvous. We restrict
our considerations mainly to the equivalent of the internet-
working (IP) layer although our principles are formulated as
principles that apply for all layers throughout the system.

2.2 A Conceptual View: The Black Box Model
As outlined above, scoping communication is a central ele-

ment in any networking architecture. In today’s IP network,
scoping the communication between individual endpoints is
achieved by virtue of a network topology based identifier
space, which is mapped onto a forwarding state within the
network.

In an information-centric network however, an endpoint
does not have any means of mapping the network topology
other than through the publish and subscribe network prim-
itives. This means that although it is possible to measure
network properties edge-to-edge it is not possible to deduce
how a data packet is delivered by the network. This is due to
the difference of the forwarding paths in information-centric
networks. These paths are created on-demand by active
producers and consumers of data. There is no forwarding
topology without these active entities. This means that the
forwarding table is subject to frequent updates. Further-
more, scopes of information can change, e.g., due to the
growth of the social network that scopes the reachability
of some information. Hence, updates of forwarding paths
are expected to be significantly more frequent than for IP
forwarding tables (in typical IP networks, forwarding table
updates are rather infrequent due to the typically less chang-
ing nature of relationships between networks and the relative
stability of forwarding paths). The frequency of forwarding
path updates is even more increased due to our aim to drop
unwanted traffic as close to the source as possible. Hence,
packets having labels that are not subscribed to are not for-
warded in the network and therefore do not create specific
forwarding state in the network. Typically, leases guaran-
tee that any flows that have been setup are also eventually
removed. This places a central requirement for the system
to be able to support rapid updates in the routing and for-
warding tables.

With this in mind, we develop a conceptual view of a po-
tential information-centric system architecture that is based
on a black box which is recursively built upon to assemble
the higher level complexity in semantics and scope. In a
sense, a black box represents a subnetwork which hides its
structure from other subnetworks, implementing the recur-
sive nature of reachability scope. As an analogy, we may
consider a network that performs Network Address Transla-
tion (NAT) at each router thus hiding the network topology,
as being such black box based system [12].

With this in mind, we can define another key design prin-
ciple for this conceptual architecture, in addition to our gen-
eral principles P1 through P4, namely the black box princi-
ple:

P5 Hiding of internal routing and forwarding state simpli-
fies network management and external interfaces are
subject to policies and compensation.

An important consideration has to be placed on the point
where functions, in particular rendezvous, are implemented
in our design. In Clark’s refinement to the original E2E
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principle, he outlines the importance of trustworthiness of
execution rather than particular placement of functions in
endpoints [8]. This revised E2E principle, called Trust-to-
Trust (T2T), is considered in our design through another
principle, stating

P6 Rendezvous should happen where the network is trusted
to operate correctly in terms of communal, economical,
and functional requirements.

We argue that this kind of black box network design has
favourable properties, namely support for flexible network
deployment, and enhanced security and privacy. On the
other hand, additional network management tools are needed.
We note that certain diagnostic packets can be implemented
that tag through which routers a packet was delivered.

2.3 Rendezvous
We propose rendezvous as a central function of a black

box. This function is responsible for associating data sub-
scribers and publishers to some scope [15], implementing our
design principle P2. According to P6, rendezvous should
happen where the network is trusted to operate correctly
in terms of communal, economical, and functional require-
ments. It is therefore a policy enforcement point and a mech-
anism for supporting the freedom of choice for end points. A
networking architecture should offer as many degrees of free-
dom as possible. This RP constitutes a well-defined point
where tussle is likely to commence [11] due to its importance
in defining the information scope in particular scenarios.

Rendezvous functionality has been used in many distributed
systems, for example HIP [19, 13], IP multicast (RFC 2362),
i3 [29],FARA [9], PASTRY [27], and HERMES [23]. A ren-
dezvous point can be seen as a fixed or non-fixed indirection
point for communications.

Figure 1 considers the many faces of rendezvous. In ad-
dition to basic packet delivery capability, rendezvous plays
a role in higher level activities, including inter-domain poli-
cies, and also communal aspects such as observed in services
like Facebook and Flickr.

RZV-0 RZV-I RZV-S RZV-C

Basic connectivity Internetworking Information Services Communal Services

Internal net

RZV-X

RZV-0

Internal net

RZV-X

RZV-I

Internal net

RZV-X

RZV-S

Internal net

RZV-X

RZV-C

Figure 1: Many faces of rendezvous.

2.4 Rendezvous Function
As stated in Section 2.3, rendezvous is about offering

the flexibility of defining (information) reachability. This
is achieved through a cascade of rendezvous functions, each
for a specific (semantic) abstraction level. Each rendezvous
function resolves into an RP, which provides a convenient
way to be able to support extensibility of the system, for
example in terms of networking policies.

Our definition of the rendezvous function (RZV) is as fol-
lows:

Here X is the network address of the next RP, and D is
the data label or description which is the basis of routing

Algorithm 1 The RZV function.

RZV (X,D,P )

1. Let set X ← resolve(X)

2. Let set D ← rewrite(D)

3. sendToRP(X, D, P, RZV )

and forwarding decisions. Both X and D are sets, and P
is the packet payload. A packet is a triplet (X, D, P ). The
resolve function resolves to the next rendezvous points. The
rewrite function performs necessary rewriting of the data D
for sending the packet comprising of the triplet (X, D, P ).
The sendToRP primitive is a unicast, anycast, or multicast
function that transfers the packet to the next logical RP X,
where it is processed by an RZV function.

Since our work assumes data and interest centric opera-
tion (according to principle P4), we assume that the data
packet description D is a label or a semi-structured descrip-
tor. Our aim is to be able to support various data cen-
tric communication mechanisms using the same rendezvous
function approach. The system must have a base rendezvous
layer, which we denote RZV0 that ensures basic connectivity
for data packets. Then building on top of this, the idea is
to introduce label-based forwarding, and ultimately content-
based forwarding [5].

2.5 Flat Labels and Scopes
Flat self-certifying [17] labels seem to be a natural choice

for a data oriented architecture. Recently, many systems
based on globally unique flat namespaces have been pro-
posed, for example UIP [16], TRIAD [7], Nimrod, i3 [29],
DOA [2], and ROFL [3].

We propose to utilize flat labels in such a way that each
packet identifier has two parts, namely scope and data de-
scription, both being flat labels. With this, the scope allows
for the definition of subscription and publication context,
effectively implementing our design principle P2. It also en-
ables better aggregation of labels for recursive scoping. As
an analogy, a scope could be equivalent to a domain name,
and the data description an identifier of a particular web
page.

3. NETWORK PROPERTIES

3.1 Completeness
The completeness of data subscriptions and data adver-

tisements is given by Definition 1. This formulation is flexi-
ble enough to be useful for various routing protocols. Com-
pleteness may be used to characterize the whole routing sys-
tem. In addition, it may also be used to characterize a part
of the routing system, such as a path. If a graph, subgraph,
or path is not complete, then it is incomplete [30].

Definition 1 A data advertisement A is complete in a net-
work system PS if there does not exist a router r with a data
subscription that has not processed a matching A. Similarly,
a data subscription S is complete in PS if there does not
exist a router r such that r has a data advertisement that
matches with S and S is not active on r.
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3.2 Rendezvous and Completeness
We now extend the rendezvous function in such a way that

it is easy to check whether or not part of the rendezvous
function has successfully completed. This is accomplished
by assuming that the rendezvous function maps to a tree
of rendezvous points (RPs). This is given by Definition 2.
Figure 2 illustrates packet and message exchanges in the
rendezvous process.

Definition 2 A distributed rendezvous function is complete
if the signalling path to the RPs identified by the function
are complete according to Definition 1.

Our definition of the rendezvous function with complete-
ness checking (RZVC) is as follows:

Algorithm 2 The RZVC function.

RZVC (X,D,P )

1. Let set X ← resolve(X)

2. Let set D ← rewrite(D)

3. Let set I ← incomplete(X,D)

4. ∀x ∈ I: sendToRP({x}, D, P, RZV C)

If a part of the rendezvous process is complete with re-
spect to the input parameters (and any modified parame-
ters during the process), it is not necessary to continue the
rendezvous process further.

We observe that the changes in complete parts do not re-
quire any interaction with the client, the incomplete parts
are the most interesting from the network topology view-
point.

Moreover, the number of nested RPs gives a natural met-
ric for the topology update process for a particular data item
D. This number, denoted by h(D), can be used to gauge
the level of completeness of a logical space of the informa-
tion network. The localhost is defined as h(0) and the local
area network as h(1). In addition to completeness, it is pos-
sible to determine the Round-Trip-Time (RTT) of h(x), for
some x. This can be seen as a basis for network diagnostic
functions.

Algorithm 3 The CMPL function that checks complete-
ness.
CMPL(X,D)

1. Let set X ← resolve(X)

2. Let set D ← rewrite(D)

3. Let set I be initially empty

4. Forall x ∈ X: If D is active on x and a completeness ack
has not been received then I ← {x}

5. If I 6= � then return INCOMPLETE

6. return COMPLETE

3.3 Impact of Mobility
Mobility support can be realized on different levels in the

network protocol stack and for different types of endpoints.
In this section, we consider the physical mobility of publish-
ers, subscribers, and networks. Such mobility support, im-
plemented in a handoff mechanism, needs to be supported by
the network. This requires that the routing and forwarding
topology is updated accordingly during and after handoffs.

Edge RP 0 RP Core RP 2 RP 0

Subscribe connectivity (local scope)

Aggragate subsc.
Subscribe

Complete
CompleteComplete

Complete

Global subscribe

Publish
PublishPublish

Publish

Global data adv.
Aggregate adv.

Local Network

Figure 2: Example interactions.

A simple way to cope with a handoff on the subscriber
and publisher level is for subscribers to re-subscribe to those
publications they are subscribing to, and for publishers to
re-establish their publications at the new location. The ren-
dezvous service is responsible for maintaining the proper set
of rendezvous points and multicast forests.

A similar mechanism can be used for router and network
mobility, although in this case function of re-subscription
and re-publishing becomes a function of aggregating a set
of publications and subscriptions. With this, the mobile
router that receives a subscription from its mobile network,
becomes a rendezvous point for the nodes it serves. When
the mobile router moves, it simply updates the publish and
subscribe requests to the rendezvous system, which updates
the forwarding tables in the network to deliver data to the
new location.

To optimize this, the mobile router can attach to a static
anchor point in the fixed network and route all subscrip-
tions and publications through it. When it moves, it first
re-subscribes and publishes to that anchor point to allow
the data flow to continue immediately. It then finds another
anchor point that is closer to it, and asks it to be its anchor
point. The anchor points then do ordinary mobility signaling
in the network. This is in principle similar to Hierarchical
Mobile IPv6 Mobility [6]. A similar rendezvous-point-based
mobility management scheme has been proposed in conjunc-
tion with the HIP architecture [13].

The main problem then becomes how to optimize the ren-
dezvous system for this. We observe that if the data labels
are already subscribed or published in the new network, the
handoff is complete.

4. DISCUSSION
The novelty of the proposal stems from the combination

of black box based network model and the use of recur-
sive rendezvous processes on multiple logical layers in com-
bination with publish/subscribe primitives. The aim of this
mechanism is to better support current data intensive net-
work applications, such as YouTube, Flickr, many mashups,
and many web pages that are frequently updated. The
approach is motivated by the need to support many dif-
ferent kinds of network technologies, including DHT-based
overlays and new kinds of networking solutions, such as
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all-optical GMPLS core networks that are based on label
switching. The label-based approach might yield perfor-
mance improvements also in broadcast networks such as
wireless access networks.

There are currently on the order of 105 IP prefixes and
104 autonomous system (AS) numbers. Each black box can
be seen as an AS, and scopes can be seen as equivalent to IP
prefixes albeit with more flexibility due to open and multi-
cast nature. Therefore we would need to store on the order
of 109 entries in the backbone to be able to connect data sub-
scribers and publishers between networks. Given that there
is a large identifier space associated with each scope, say
1010, simply using the scope to subscribe and publish will
result in many false positives. Further work is needed to un-
derstand the scalability properties of data-centric networks
with recursive rendezvous. We note that various probabilis-
tic techniques can be used to aggregate flat labels, which
typically increase false positive rate. A number of different
routing algorithms for scale-free topologies have been devel-
oped [21]. It is an open issue how compact routing technique
can be combined with the rendezvous-based approach pre-
sented in this paper.

The proposed rendezvous-based mechanism introduces im-
plicit policy-based routing on multiple layers. Related work
has demonstrated that policy-based routing does not seem
to exacerbate the maximum congestion when compared to
shortest-path routing [1].

The black box model of the network enhances privacy
and accountability simultaneously. It enhances privacy of
network actors by making the internal structure of a net-
work private, i.e. a black box, and by making routing based
on the data identifiers rather than destination identifiers.
At the same time, explicit rendezvous system that matches
the wishes of publishers and subscribers is a natural control
point for controlling access to resources and, if so wanted,
creating a transaction that the subscriber or publisher can-
not repudiate afterwards. Such transaction protocols are out
of the scope of this work and are left for future work.

5. RELATED WORK
The presented work has been influenced by a number of

existing systems that extend core network features by intro-
ducing more indirection in the way data is delivered. Most
research on data and interest oriented networking has fo-
cused on application layer overlay networks. In this context,
the Siena system can be considered to be a classic example
of a distributed content-based routing system that was im-
plemented in the application layer [26].

The Session Initiation Protocol (SIP) [25, 28] implements
a session-based communication mechanism with a server-
based rendezvous mechanism, i.e., the so-called SIP proxy
maps the URI-based names of participants onto their IP ad-
dresses from which they have registered. Another service
model is provided through the SIP event framework [24],
implementing a generic publish-subscribe framework on top
of the SIP rendezvous mechanism. Extensions to the server-
based rendezvous mechanism in SIP have been widely inves-
tigated. For instance, the IETF is currently investigating
P2P-based rendezvous replacements. Other work investi-
gated the usage of local multicast as a rendezvous mecha-
nism [22].

The TRIAD architecture considered how to use NATs in
the network architecture [7]. The main idea is that NATs

are too valuable not to be included in the future Internet ar-
chitecture. FARA (Forwarding directive, Association, and
Rendezvous Architecture) defines an abstract naming model
that decouples end-systems from their network addresses.
They focus on abstract definition of the architecture and
do not rely on a global namespace, but rather a rendezvous
function that routes the first packet form a source to a des-
tination [9].

A discussion item within the IRTF End-to-End mailing
list, originally sent out by Jon Crowcroft [12], proposed a
100% NAT solution for IP networks, which would result in
a flat label architecture on the routing and forwarding level
that is similar to the one discussed in this paper. Although
being an interesting thought experiment, the proposal did
not address the problem from the viewpoint of changing the
underlying communication paradigm rather than avoiding
denial-of-service attacks; a claim that was not resolved in the
discussion following the proposal. Furthermore, the ques-
tion around solving the rendezvous in such system remained
unanswered (originally DHT was proposed).

DONA (Data-Oriented Network Architecture, ICSI) aims
to introduce data-centric operations to the networking ar-
chitecture. DONA inserts a data-handling shim layer right
above the network layer and resolves names by directly rout-
ing to data. This does not involve DNS and a lookup, but
just routing on names [20].

6. CONCLUSIONS
In this paper, we considered issues pertaining to end-to-

end communications and mobility of network end-points in a
publish/subscribe motivated network architecture. This ar-
chitecture is based on data-driven communications, in which
the network connects publishers and subscribers of data.
The connection is done using flat self-certifying labels with
scoping, and using a recursive rendezvous function. The
aim of the rendezvous mechanism is to support policy-based
routing, and meet the demands of various network appli-
cations. We considered how the rendezvous functions can
be used to realize network management operations and to
ensure that topology updates are performed properly. We
also briefly discussed scalability issues pertaining to data-
driven architecture. The purpose of this paper is to consider
rendezvous as a general networking primitive. Future work
includes investigation of scalability and performance issues
pertaining to black boxed and rendezvous based networking.
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