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Perform	  well	  in	  
average	  case	  with	  
job	  placement	  

	  

BoFlenecks	  in	  core	  
can	  be	  workload	  

“hotspots”	  

Today’s	  data	  center	  networks	  
are	  oversubscribed	  in	  the	  core	  
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No	  core	  hotspots	  
No	  job	  placement	  

	  

Costly	  switches	  
Complex	  wiring	  

Elimina5ng	  oversubscrip5on	  
is	  expensive	  
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Our	  goal:	  Flyways	  

To	  enable	  a	  network	  with	  
an	  oversubscribed	  core	  to	  act	  like	  
a	  non-‐oversubscribed	  network	  

by	  dynamically	  injec5ng	  
high-‐bandwidth	  links.	  
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Low	  cost	  
	  

Perform	  well	  in	  
most	  cases	  with	  
job	  placement	  

	  

Dynamically	  inject	  
links	  where	  needed	  

	  

Our	  approach:	  Wireless	  Flyways	  
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System	  overview	  
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Outline	  of	  the	  rest	  of	  this	  talk	  

•  60	  GHz	  wireless	  technology	  

• Wireless	  flyways	  system	  design	  

•  Evalua6on	  on	  real	  data	  center	  
workloads	  
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60	  GHz	  primer	  

•  7	  GHz	  of	  unlicensed	  spectrum	  @60	  GHz	  
•  Forthcoming	  IEEE	  802.11ad:	  3	  channels,	  
bitrates	  to	  6.76	  Gbps	  

•  Challenge:	  
– 60	  GHz	  link	  has	  55	  dB	  (312,000x)	  worse	  SNR	  
than	  2.4	  GHz	  link	  

– Direc5onality	  is	  a	  fundamental	  mechanism	  
to	  enable	  60	  GHz	  communicaWon	  

2.4	  GHz	  

5	  GHz	  

60	  GHz	  
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Direc5onality	  is	  crucial	  
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60	  GHz	  direc5onal	  technology	  
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Phased	  Array	  

Compact	  (1	  in2)	  
Electronic	  steering	  (µs)	  

Figure 1: Vendor A device, paired with a horn antenna.

Figure 2: Narrow-beam (left) and wide-beam (right) horn antennas for
60GHz. Note the small size.

A device from Vendor A is shown in Figure 1. It pro-
vides a full duplex, 60GHz Gigabit Ethernet data link. It
has a 1000BASE-SX fiber interface, and directly modulates
the 1.25Gbps line rate Ethernet protocol onto a 60GHz car-
rier wave using On-Off-Keying (OOK). Rather than use any
MAC protocol, this hardware employs frequency division to
support the full duplex links: a paired set of devices operates
on center frequencies that are 3.7GHz apart sharing a single
antenna per node. An SNMP management interface to the
device provides continuous estimates of signal quality in the
form of RSSI with 0.1 dB resolution.
These devices interface with removable antennas using the

standard 60GHzWR-15 waveguide. We use two physical di-
rectional antennas. A wide-beam horn antenna that was mar-
keted as a 10 dBi/60◦ gain antenna, and a narrow-beam horn
antenna, marketed as a 23 dBi/15◦ gain antenna. Figure 2
shows how small these antennas are. We measured their ra-
diation patterns in a large, free-space environment, and show
the results in Figure 3. As one might expect, the actual gain
values differ slightly from manufacturer claims. Thus, we
will refer to these two antennas as wide-beam (WB) and
narrow-beam (NB), respectively.

3.2 Signal propagation
To study 60GHz propagation,we conduct experiments us-

ing Vendor A devices and NB antennas. We evaluate a few
environments in our building: the atrium, which resembles a
free-space environment with no walls closer than 40m from
either end of the link, and a 1.5m wide interior hallway,
where multiple paths exist. We focused on line-of-sight en-
vironments as they come closest to the space on top of racks
in our data centers. We set up one sender and one receiver
and varied the distance between the two, measuring the sig-
nal strength at the receiver at each step.
We present the results in Figure 4. We see that signal

strength degrades rapidly with distance. The path exponent
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around 88 dB at 10 meters.

is 2, reflecting near-perfect Friis free-space propagation. Prior
studies show that line-of-sight links in multi-path environ-
ments (waves in the 900–2400MHz frequency with omni-
directional antennas) have path exponents between 1.6–1.8 [23].
Thus, we believe that our directional antennas effectively
mitigate the impact of multi-path. In fact, even at distances
of 25m, the signal variation (likely due to multi-path) is no
more than 3 dB in the atrium and 5 dB in the hallway. This
conclusion is supported by prior 60GHz measurements [19]
that showed that directionality at just one side of the link
greatly reduced indoor multi-path effects.
These results show that the Friis model is appropriate for

indoor line-of-sight 60GHz links when the endpoints use nar-
row directional antennas.

3.3 Link stability
The adjective “flaky” is often associated with performance

of wireless links, and is a potential concern for using wireless
links in the DC. However, the variability notable inWLAN/Wi-
Fi deployments comes from device mobility, environmental
movement (people, doors opening and closing), temperature
changes, and interference. The data center offers a stable,
temperature-controlled environment, with infrequent move-
ment of equipment, people, or doors. With devices mounted
on top of racks and using directional antennas, the impact of
these movements is even less. There is also no external in-
terference in the 60GHz band. Thus, we expect individual
links to be extremely stable.
To verify link stability, we set up a 60GHz link in our

data center using Vendor A devices with NB antennas. We de-
ployed the devices atop two racks, facing each other across

3

Physical	  Antenna	  

Fixed	  posi5on	  
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60	  GHz	  for	  Flyways	  

60	  GHz	  links	  
• Mul6-‐Gbps	  
• Direc6onal	  
• Steerable	  

Flyways	  must	  be	  
• Reliable	  
• Densely	  
deployed	  
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Direc5onal	  60	  GHz	  links	  
are	  not	  robust	  to	  blockage	  
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Figure 7: SNR fluctuates wildly when people
walk (left) or wave hands (right) across the line-
of-sight path.
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Figure 8: Interference experiment results
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Figure 9: Attenuation by various materials

Our ns-3 model of 60GHz wireless is described below.
We extended ns-3with other support too, such as automatic
generation of DC layouts and routing, but these components
are straightforward and we omit them due to lack of space.
Using our model, we characterize how well 60GHz links
scale to the data center. We also propose and evaluate wire-
less performance improvements that take advantage of the
unique nature of the DC environment.

4.1 Wireless model
Directional antennas: We added two new directional an-
tenna models in ns-3 for the WB and the NB antennas
shown in Figure 2. To do this, we measured the radiation
pattern of the antennas in our lab (Figure 3) and built table-
driven models from these measurements.2 As well as us-
ing measured patterns, rather than the manufacturer antenna
specifications, we take care to simulate the full 360◦ radi-
ation pattern, not just the primary lobe. We further use an
extremely conservative model for interference (see below)
with an added margin for multi-path effects. We also added
a simple isotropic antenna model.
IEEE 802.11ad PHY andMAC:We implemented in ns-3
the physical and MAC layers defined in the draft 802.11ad
standard. We limit ourselves to the faster OFDM PHY. We
fix transmit power to 10mW to match commercial devices.
Signal propagation: We model signal propagation using
Friis’ law. Our measurements (§3.2) show that this is a good
fit for line-of-sight environments. Still, we conservatively
add an additional 3 dB to the noise floor to represent potential
destructive multi-path interference received via side lobes.
Interference (SINR): To calculate the SINR needed for bit
error rate estimation, ns-3 uses the standard SINR model-
ing technique. It adds together the power from multiple in-
terferers, combines it with noise, and compares it with signal
strength. ns-3 does not model symbol-level fading, i.e., it
assumes that the received power (RSS) from each transmitter
is consistent throughout its transmission. It does, however,
compute different SINR levels for different parts of packets
when interference stops or starts during packet reception.
Our measurements of the stability of real links (§3.3) show

2We interpolate between measurements when needed.

that we can use this SINR model and ignore fading at the
sub-packet level. Prior work (DIRC [18]) has also found this
simple SINR model to be appropriate with directional anten-
nas, even when using the 802.11g OFDM rates in non-line-
of-sight environments and omni-directional antennas at re-
ceivers. The model is much more more fitting in our 60GHz
domain: both transmitter and receiver use directional anten-
nas so that secondary rays (multi-path) have little impact
(§3.2); and the channel is very stable due to little environ-
mental mobility (§3.3).
Bit error rate: Estimating the bit error rate (BER) and hence
whether a transmitted packet is received correctly is a key
function of any wireless model. The input to this calcula-
tion is the SINR and the encoding (802.11ad rate and cod-
ing). To estimate BER, we use the 802.11ad standard as our
guide. It defines the sensitivity for each rate and coding as
the (SINR) power level down to which a device much suc-
cessfully receive more than 99% of 4096-byte packets sent
using that rate. The sensitivities defined in the standard im-
plicitly include the (≈−81dBm) thermal noise3, and a 15 dB
combined implementation loss 4 A packet reception rate bet-
ter than 99% corresponds to a BER less than 3.07×10-7, and
thus we (conservatively) calibrate our error model for each
rate by assuming its BER is 3×10-7 when its SINR is the
sensitivity threshold. We compute BERs at other SINR val-
ues using textbook formulas [23] for BER as a function of
SNR in Gaussian noise. We assume that all bits in a packet
must be correct for it to be received.
Auto-rate algorithm: The 802.11ad standard does not man-
date use of a specific auto-rate algorithm. We select rates
based on received SINR. This is reasonable for our DC envi-
ronment with stable RF channels.
Antenna steering: Finally, we do not model the details of
steering behavior since our algorithms steer antennas only at
very coarse time intervals. Instead, we assume that beams
can be steered in arbitrary angular increments with no sig-
nificant delay. This assumption is reasonable given the per-
formance of other phased array systems that can be steered
to many offsets in 100s of microseconds [18, 20]; we do not
3A linear function of 2.16 GHz channel width.
4Signal loss due to imperfect receiver algorithms and extra noise
injected by receiver circuitry.
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A	  60	  GHz	  link	  in	  a	  data	  center	  

Figure 5: A 60GHz link in our data center.
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Figure 6: SNR and TCP are stable for 24 h in a data center.

an aisle (Figure 5). We ran a long-lived TCP flow (using
iperf) for 24 hours across two normal workdays, measuring
throughput and SNR information every second. During the
last 5 minutes of the simulation, one of the authors repeat-
edly walked under the link.
Figure 6 shows the link SNR and TCP throughput over

the 24 hour period. TCP throughput achieves the full 1 Gbps
rate provided by the Vendor A equipment. We see almost no
variation. In fact, none of the 1s RSSI samples was off the
average by more than 0.1 dB. The throughput curve shows
that all the end-to-end components, not just the wireless link,
are stable as perceived by the application. Even in the last
five minutes, there is no variation in the throughput.
To provide a counterpoint to these results, we set up a link

with the same hardware, but at 3 feet above the ground. We
then walked across it. Figure 7 shows the resulting variation
due to line-of-sight obstruction.
These results show that in a typical DC, line-of-sight 60GHz

links set up at rack height provide stable performance.

3.4 Interference (Spatial reuse)
So far, we have studied wireless link properties in isola-

tion. However, our system will require multiple flyways to
be active simultaneously. Interference between flyways must
then be mitigated for good performance. This can be accom-
plished in a number of ways: by using multiple channels, by
using directional antennas at both the sender and the receiver,
and by carefully controlling which flyways are activated. We
use all these techniques in our system design, but the bulk of
interference mitigation happens due to directional antennas.
We now run an experiment to show that directionality en-
ables good spatial reuse in a small space.
We configured two parallel links using Vendor A devices

equipped with NB antennas. Recall that these links use fre-
quency division to support bidirectional communication; we
configured the links so that nodes facing in the same di-
rection used the same frequency to maximize interference.

We separated source and destination by a fixed 85 inches to
mimic the width of an aisle, and varied the separation be-
tween the links in small increments. At each position, each
source sends a greedy TCP flow to its destination. The cumu-
lative throughput, shown in Figure 8, indicates whether the
two links interfere with each other. Note that this prototype
hardware has no MAC and uses no physical- or link-layer
backoff. We see that parallel links closer than 24 inches in-
terfere, but directional antennas enable them to coexist per-
fectly with slightly more separation. Note that 24 inches is
about 1 rack wide, and with 3 available 802.11ad channels,
a large number of flyways can operate simultaneously.
These results show that directional antennas can isolate

links and enable spatial reuse.

3.5 Signal leakage
A concern with using wireless in a data center environ-

ment is that the signal may leak outside the data center and
be picked up by an attacker. To show that this concern is
unfounded, we ran the following experiment. We set up a
60GHz link using Vendor A devices. The devices were set up
about 6 inches apart. We then inserted a variety of obstacles
in between the devices. The attenuation due to various mate-
rials is shown in Figure 9. We see that common construction
materials such as wood, glass and metal significantly attenu-
ate the signal by a large margin. Coupled with normal free-
space attenuation, this margin makes it very unlikely that the
signal can be decoded outside the data center, even with a
highly directional antenna.

3.6 Power consumption
Our experimental Vendor A devices consume 25Watts of

power. Several startups report devices that consume at most a
few Watts [24, 27]. As a typical server rack draws thousands
of watts of power, a few additional wireless devices per rack
increase consumption by a negligible fraction.

3.7 Summary
We used measurements of real 60GHz devices to char-

acterize 60GHz links in data centers. We found that link
quality and performance are stable in this line-of-sight envi-
ronment. The use of directional antennas effectively negates
the impacts of multi-path and mitigates interference to en-
able spatial reuse.

4. 60GHz PERFORMANCE AT SCALE
We must rely on simulation to study the performance of

many 60GHz links in the data center. To do so with confi-
dence that our simulations are a good reflection of reality, we
base wireless effects directly on the physical layer measure-
ments we took in (§3) and the WiGig/802.11ad PHY and
MAC design [32]. We will also release our code after the
TPC meeting.1

1To preserve anonymity.
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Direc5onal	  60	  GHz	  links	  
are	  stable	  in	  a	  data	  center	  
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24h	  in	  Data	  Center	  Figure 5: A 60GHz link in our data center.
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Figure 6: SNR and TCP are stable for 24 h in a data center.

an aisle (Figure 5). We ran a long-lived TCP flow (using
iperf) for 24 hours across two normal workdays, measuring
throughput and SNR information every second. During the
last 5 minutes of the simulation, one of the authors repeat-
edly walked under the link.
Figure 6 shows the link SNR and TCP throughput over

the 24 hour period. TCP throughput achieves the full 1 Gbps
rate provided by the Vendor A equipment. We see almost no
variation. In fact, none of the 1s RSSI samples was off the
average by more than 0.1 dB. The throughput curve shows
that all the end-to-end components, not just the wireless link,
are stable as perceived by the application. Even in the last
five minutes, there is no variation in the throughput.
To provide a counterpoint to these results, we set up a link

with the same hardware, but at 3 feet above the ground. We
then walked across it. Figure 7 shows the resulting variation
due to line-of-sight obstruction.
These results show that in a typical DC, line-of-sight 60GHz

links set up at rack height provide stable performance.

3.4 Interference (Spatial reuse)
So far, we have studied wireless link properties in isola-

tion. However, our system will require multiple flyways to
be active simultaneously. Interference between flyways must
then be mitigated for good performance. This can be accom-
plished in a number of ways: by using multiple channels, by
using directional antennas at both the sender and the receiver,
and by carefully controlling which flyways are activated. We
use all these techniques in our system design, but the bulk of
interference mitigation happens due to directional antennas.
We now run an experiment to show that directionality en-
ables good spatial reuse in a small space.
We configured two parallel links using Vendor A devices

equipped with NB antennas. Recall that these links use fre-
quency division to support bidirectional communication; we
configured the links so that nodes facing in the same di-
rection used the same frequency to maximize interference.

We separated source and destination by a fixed 85 inches to
mimic the width of an aisle, and varied the separation be-
tween the links in small increments. At each position, each
source sends a greedy TCP flow to its destination. The cumu-
lative throughput, shown in Figure 8, indicates whether the
two links interfere with each other. Note that this prototype
hardware has no MAC and uses no physical- or link-layer
backoff. We see that parallel links closer than 24 inches in-
terfere, but directional antennas enable them to coexist per-
fectly with slightly more separation. Note that 24 inches is
about 1 rack wide, and with 3 available 802.11ad channels,
a large number of flyways can operate simultaneously.
These results show that directional antennas can isolate

links and enable spatial reuse.

3.5 Signal leakage
A concern with using wireless in a data center environ-

ment is that the signal may leak outside the data center and
be picked up by an attacker. To show that this concern is
unfounded, we ran the following experiment. We set up a
60GHz link using Vendor A devices. The devices were set up
about 6 inches apart. We then inserted a variety of obstacles
in between the devices. The attenuation due to various mate-
rials is shown in Figure 9. We see that common construction
materials such as wood, glass and metal significantly attenu-
ate the signal by a large margin. Coupled with normal free-
space attenuation, this margin makes it very unlikely that the
signal can be decoded outside the data center, even with a
highly directional antenna.

3.6 Power consumption
Our experimental Vendor A devices consume 25Watts of

power. Several startups report devices that consume at most a
few Watts [24, 27]. As a typical server rack draws thousands
of watts of power, a few additional wireless devices per rack
increase consumption by a negligible fraction.

3.7 Summary
We used measurements of real 60GHz devices to char-

acterize 60GHz links in data centers. We found that link
quality and performance are stable in this line-of-sight envi-
ronment. The use of directional antennas effectively negates
the impacts of multi-path and mitigates interference to en-
able spatial reuse.

4. 60GHz PERFORMANCE AT SCALE
We must rely on simulation to study the performance of

many 60GHz links in the data center. To do so with confi-
dence that our simulations are a good reflection of reality, we
base wireless effects directly on the physical layer measure-
ments we took in (§3) and the WiGig/802.11ad PHY and
MAC design [32]. We will also release our code after the
TPC meeting.1
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Figure 7: SNR fluctuates wildly when people
walk (left) or wave hands (right) across the line-
of-sight path.
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Figure 9: Attenuation by various materials

Our ns-3 model of 60GHz wireless is described below.
We extended ns-3with other support too, such as automatic
generation of DC layouts and routing, but these components
are straightforward and we omit them due to lack of space.
Using our model, we characterize how well 60GHz links
scale to the data center. We also propose and evaluate wire-
less performance improvements that take advantage of the
unique nature of the DC environment.

4.1 Wireless model
Directional antennas: We added two new directional an-
tenna models in ns-3 for the WB and the NB antennas
shown in Figure 2. To do this, we measured the radiation
pattern of the antennas in our lab (Figure 3) and built table-
driven models from these measurements.2 As well as us-
ing measured patterns, rather than the manufacturer antenna
specifications, we take care to simulate the full 360◦ radi-
ation pattern, not just the primary lobe. We further use an
extremely conservative model for interference (see below)
with an added margin for multi-path effects. We also added
a simple isotropic antenna model.
IEEE 802.11ad PHY andMAC:We implemented in ns-3
the physical and MAC layers defined in the draft 802.11ad
standard. We limit ourselves to the faster OFDM PHY. We
fix transmit power to 10mW to match commercial devices.
Signal propagation: We model signal propagation using
Friis’ law. Our measurements (§3.2) show that this is a good
fit for line-of-sight environments. Still, we conservatively
add an additional 3 dB to the noise floor to represent potential
destructive multi-path interference received via side lobes.
Interference (SINR): To calculate the SINR needed for bit
error rate estimation, ns-3 uses the standard SINR model-
ing technique. It adds together the power from multiple in-
terferers, combines it with noise, and compares it with signal
strength. ns-3 does not model symbol-level fading, i.e., it
assumes that the received power (RSS) from each transmitter
is consistent throughout its transmission. It does, however,
compute different SINR levels for different parts of packets
when interference stops or starts during packet reception.
Our measurements of the stability of real links (§3.3) show

2We interpolate between measurements when needed.

that we can use this SINR model and ignore fading at the
sub-packet level. Prior work (DIRC [18]) has also found this
simple SINR model to be appropriate with directional anten-
nas, even when using the 802.11g OFDM rates in non-line-
of-sight environments and omni-directional antennas at re-
ceivers. The model is much more more fitting in our 60GHz
domain: both transmitter and receiver use directional anten-
nas so that secondary rays (multi-path) have little impact
(§3.2); and the channel is very stable due to little environ-
mental mobility (§3.3).
Bit error rate: Estimating the bit error rate (BER) and hence
whether a transmitted packet is received correctly is a key
function of any wireless model. The input to this calcula-
tion is the SINR and the encoding (802.11ad rate and cod-
ing). To estimate BER, we use the 802.11ad standard as our
guide. It defines the sensitivity for each rate and coding as
the (SINR) power level down to which a device much suc-
cessfully receive more than 99% of 4096-byte packets sent
using that rate. The sensitivities defined in the standard im-
plicitly include the (≈−81dBm) thermal noise3, and a 15 dB
combined implementation loss 4 A packet reception rate bet-
ter than 99% corresponds to a BER less than 3.07×10-7, and
thus we (conservatively) calibrate our error model for each
rate by assuming its BER is 3×10-7 when its SINR is the
sensitivity threshold. We compute BERs at other SINR val-
ues using textbook formulas [23] for BER as a function of
SNR in Gaussian noise. We assume that all bits in a packet
must be correct for it to be received.
Auto-rate algorithm: The 802.11ad standard does not man-
date use of a specific auto-rate algorithm. We select rates
based on received SINR. This is reasonable for our DC envi-
ronment with stable RF channels.
Antenna steering: Finally, we do not model the details of
steering behavior since our algorithms steer antennas only at
very coarse time intervals. Instead, we assume that beams
can be steered in arbitrary angular increments with no sig-
nificant delay. This assumption is reasonable given the per-
formance of other phased array systems that can be steered
to many offsets in 100s of microseconds [18, 20]; we do not
3A linear function of 2.16 GHz channel width.
4Signal loss due to imperfect receiver algorithms and extra noise
injected by receiver circuitry.
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Measurement-‐based	  802.11ad	  simulator	  

•  Simulator	  to	  evaluate	  many	  concurrent	  flyways	  
– Channel	  model	  from	  indoor/DC	  RF	  measurements	  
– Measured	  60	  GHz	  antenna	  pa[erns	  
– Also	  compared	  to	  8-‐element	  2.4	  GHz	  “Phocus”	  array	  

•  Implementa6on	  in	  ns-‐3	  
– 802.11ad	  physical	  layer	  and	  protocol	  
– TCP	  and	  UDP	  packet	  simulaWons	  
– Dozens	  of	  concurrent	  mulW-‐Gigabit	  links	  
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Flyways	  can	  be	  densely	  deployed	  

•  160	  racks,	  based	  on	  
real	  DC	  topology	  

•  Draw	  random	  links	  unWl	  
no	  more	  can	  be	  added	  

•  Ensure	  all	  links	  meet	  
rate	  threshold	  

•  12-‐30	  links	  per	  channel,	  
depending	  on	  rate	  
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Measurement	  summary	  

•  60	  GHz	  offers	  mul6-‐Gbps,	  direc6onal,	  
steerable	  wireless	  links	  with	  IEEE	  802.11ad	  

•  Measurements	  and	  simulaWons	  show	  
– Links	  are	  reliable	  in	  data	  centers	  
– With	  direcWonality,	  links	  can	  be	  densely	  deployed	  

•  Many	  addiWonal	  measurements	  in	  paper	  
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System	  overview	  

DC	  
Scheduler	  

Jobs	  
Data	  

placement	  

Flyway	  
Controller	  

Demands	  
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Flyway	  controller	  architecture	  
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Traffic	  
Demands	  

Wireless	  links	  
&	  Rates	  

Compute	  op5mal	  
Flyways	  set	  

Configure	  flyways	  
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Flyway	  controller	  architecture	  
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Traffic	  
Demands	  
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How	  to	  setup	  links,	  
predict	  bitrates,	  

and	  manage	  interference	  

How	  to	  select	  flyways	  that	  will	  
improve	  performance	  

Flyway	  controller	  architecture	  
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Wireless	  links	  
&	  Rates	  

Itera5vely	  choose	  
best	  flyway	  
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Leverage	  the	  wired	  backbone	  
to	  sidestep	  issues	  of	  coordina6on	  

Coordina5ng	  devices	  
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Orien5ng	  antennas	  

TradiWonal	  algorithms	  
search,	  e.g.	  sector	  sweep	  

	  
Data	  center	  topology	  is	  

known	  and	  stable	  
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Predic5ng	  bitrate	  

This	  is	  hard	  in	  
mul5-‐path	  environments	  

	  
Direc6onality	  alleviates	  

mul6-‐path:	  SNR	  lookup	  table	  
[DIRC,	  SIGCOMM’09]	  

	  
Use	  SINR	  for	  interference	  
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High-‐efficiency	  MAC	  

Offload	  small	  reverse	  TCP	  
packets	  to	  wired	  network:	  
+25%	  wireless	  goodput	  
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How	  to	  setup	  links,	  
predict	  bitrates,	  

and	  manage	  interference	  

How	  to	  select	  flyways	  that	  will	  
improve	  performance	  

Flyway	  controller	  architecture	  
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Itera5vely	  choose	  
best	  flyway	  
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Selec5ng	  flyways:	  Simple	  example	  
Base	  10	  Gbps	  network:	  
•  15	  seconds	  

29	  
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S2	  

“Straggler”:	  Flyway	  at	  largest	  hotspot	  

Base	  10	  Gbps	  network:	  
•  15	  seconds	  
Straggler:	  
•  12.2	  seconds	  
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3	  Gbps	  

40	  
Gb	  
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S2	  

“Transit”:	  Forward	  traffic	  on	  flyway	  

Base	  10	  Gbps	  network:	  
•  15	  seconds	  
Straggler:	  
•  12.2	  seconds	  
Transit:	  
•  11.7	  seconds	  
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S2	   S3	  

40	  
Gb	  

60	  
Gb	  
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Gb	  

“Greedy”:	  Choose	  faster	  flyways	  
Base	  10	  Gbps	  network:	  
•  15	  seconds	  
Straggler:	  
•  12.2	  seconds	  
Transit:	  
•  11.7	  seconds	  
Greedy:	  
•  9.4	  seconds	  
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Flyway	  controller	  architecture	  
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Evalua5on	  using	  real	  DC	  workloads	  

•  We	  studied	  four	  live	  data	  centers	  
– Mix	  of	  applicaWons	  (Cosmos,	  IndexSrv,	  2xHPC)	  
– Pre-‐producWon	  and	  producWon	  servers	  

•  76	  hours	  of	  traces,	  114	  TB	  of	  traffic	  
– Measured	  applicaWon	  demand	  
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Name # Servers Description

Cosmos O(1K) Map-Reduce
IndexSrv O(10K) Index lookup

Neon O(100) Car Simulation: HPC
3Cars O(100) Car Simulation: HPC

Table 1: Datasets
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Figure 11: Traffic Demands (normalized) between ToR
Switches.

We use the Monte-Carlo method to find maximal independent
sets of flyway links [12]. Given n devices, note that n ·(n−1) links
are potentially feasible. A set of links is deemed independent if ev-
ery link in the set provides some minimal throughput, even when
all links in the set are active concurrently. The set is maximal if no
other links can be added to it without violating the independence
property. To test for independence, we simulate running long-lived
TCP flows across the links. To limit the complexity of the simula-
tion, we allow each device to participate in only one link at a time.

For a given DC layout, the average size of the maximal inde-
pendent set tells us how many flyways may be set up at the same
time. It depends on the antenna used, and the minimum through-
put required from each link. Figure 10 shows the average size and
one standard deviation over 100 randomly generated maximal inde-
pendent sets for various antenna gains and minimum throughputs.
Since each ToR can participate in only one flyway, and we have 160
ToRs, the set size cannot exceed 80.

With a Phocus antenna array or NB antennas, the number of fly-
ways that can operate together increases dramatically. If the ToRs
are equipped with NB antennas, the average size of the indepen-
dent set is more than 30 for 1 Gbps links. Note that this is with just
one channel; the set size increases linearly with more channels. We
shall see later in the paper that for our workloads, these numbers
suffice to provide significant performance gains.

In summary, these results give us confidence that in a typical data
center, a large number of 60 GHz links can operate while delivering
desired performance.

4. ANALYZING DATA CENTER TRAFFIC
We now examine traffic from four real applications in the data

center to understand how much value flyways can add.

4.1 Datasets
Table 1 summarizes the analyzed datasets. Together, these logs

represent over 76 hours worth of traces, and over 114 terabytes of
traffic. The Cosmos dataset was measured on a pre-production clus-
ter with O(1K) servers running Dryad. It supports a data mining
workload for a large web search engine. Jobs on this cluster are
a mix of repetitive production scripts (e.g., hourly summaries) and
jobs submitted by users. The IndexSrv dataset is from a produc-
tion cluster with O(10K) servers. The cluster stores the web search
index and assembles search results for queries. This workload is

latency sensitive. Unlike the Cosmos cluster, links here rarely see
high utilizations. In both clusters, we instrumented every server
to log network send and read system calls and the amount of data
involved. The next two datasets are from an HPC platform with
O(100) servers spread across 5 racks, running car simulation soft-
ware. In most of the datasets, the servers were in racks underneath
a single core switch pair. However, servers in the IndexSrv dataset
spanned multiple core switches. In all clusters, ToR switches have
enough backplane bandwidth such that intra-rack communication
is only limited by the server NICs. However, the links connecting
the ToR switches to the core are oversubscribed.

4.2 Estimating demand matrices
We want to understand the demands of data center applications

without being impacted by the topology and capacity of the ob-
served networks. To do so, we aggregate the traffic exchanged
at time scales that are pertinent to the application. For example,
most Dryad tasks finish within a few minutes, so the total traffic
exchanged between racks in the Cosmos cluster every few minutes
is a good indicator of application requirements. Unless otherwise
noted, the datasets in this paper average traffic over 300 s periods to
compute demands.

Consider an example demand matrix from the Cosmos dataset;
Figure 11 depicts a heat map of the demands between pairs of the
ToR switches. The color palette is on a logarithmic scale, i.e., black
corresponds to the largest demand entry D, deep red (0.5 on the
scale) corresponds to

√
D and white indicates zero demand.

A few trends are apparent. First, only a few ToR pairs are hot,
i.e., send or receive a large volume of traffic (darker dots). The

bulk of the ToR pairs are yellow, i.e., less than D
1

10 . Second, hot
ToRs exchange much of their data with a few, but not all, of the
other ToRs (horizontal and vertical streaks). It follows that pro-
viding additional bandwidth at hotspots would dramatically reduce
the maximum temperature of the matrix. But, does this hold across
all demand matrices? What form should the additional bandwidth
take? How do the hotspots change over time? We look at these
questions next.

4.3 Prevalence of hotspots
Figure 12(a) plots the fraction of hot links—links that are at least

half as loaded as the most loaded link—in each of our datasets.
In every dataset, over 60% of the matrices have fewer than 10%
of their links hot at any time. In fact, every matrix in the Neon
dataset has less than 7% hot links. This means that for measured
traffic patterns in the DC, avoiding oversubscription over the entire
network may not be needed. Instead, performance may be improved
by adding capacity to a small set of links. We see in the evaluation
of our system (§6) that, indeed, a few flyways have a large effect.

4.4 Traffic contributors to hotspots
To be useful, additional capacity provided to a hotspot should

be able to offload a substantial fraction of the load. Prior propos-
als [7, 30] establish one additional flyway, in the form of an optical
circuit, per congested link. Figure 12(b) estimates the maximum
potential value of doing so, and suggests there will be little benefit
in real data centers. Across hot links the traffic share of the largest
ToR neighbor is quite small; on the Cosmos dataset, it is less than
20% for 80% of the matrices. In fact, Figure 12(c) shows that in
some cases, even the top five ToR pairs can cumulatively add up
to a small fraction of load on the hotlink. In other words, we find
that hot links are associated with a high fan-in (or fan-out). This
observation was a surprise; it means that at hotspots, the existing
proposals that offload traffic going to just the best neighbor would

5

Hypothe5cal	  demand	  
matrix	  needs	  full-‐bisec5on	  
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Real	  traces	  have	  localized	  hotspots	  

Ideal Rate Wireless TCP Offload ACKs No DCFto Wired
693Mbps 656Mbps 672Mbps 676Mbps
6.76Gbps 4.58Gbps 5.36Gbps 5.62Gbps

Table 1: Impact of sending TCP ACKs over wire

crease flyway TCP throughput by 25% and are possible only
because of the unique hybrid wired and wireless setting of
the DC environment.
Wired offload of MAC-inefficient packets: TCP ACKs are
far smaller than data packets, and make inefficient use of
wireless links because payload transmission time is dwarfed
by overheads such as preamble and SIFS. The hybrid wired-
wireless design of our network lets us to improve efficiency
by sending ACK packets over the wire instead. To measure
the improvement, we simulated a single TCP flow on a 20m
link and configured ns-3 to send the TCP ACKs over the
wired network. Table 1 shows the resulting TCP throughput.
For fast links enabled by the narrow-beam antenna, the per-
formance improves 17%. Note that the TCP ACK traffic will
use some wired bandwidth, but this will be trivial compared
to the increase in throughput.
Removing DCF: For the common case of one-way TCP
flows in the data center [4], if we divert TCP ACKs over
the wire as above then all traffic over a given wireless link
will flow in only one direction. Furthermore, our system de-
sign (§6) is based on independent flyways that do not in-
terfere with one another. Thus, there are no collisions in
our wireless network, and we can eliminate the DCF backoff
mechanism. This change improves the TCP throughput by
an additional 5%, as seen in the third column of Table 1.
Occasionally there may be bidirectional data flows over

the flyway. Even in this case, we can remove the cost of
DCF. Since only the two communicating endpoints can in-
terfere with each other, we can easily schedule transmissions
on the link by passing a token between the endpoints. This
naturally fits into the 802.11 link layer protocol because after
transmitting a packet batch, the sender waits for a link layer
Block-ACK. We can exploit this scheduled hand-off to let
the receiver take the token and send its own batch of traffic.

4.5 Summary
We used our measurements and the WiGig/802.11ad stan-

dard to build a wireless model of 60GHz links in data cen-
ters. We implemented this model in ns-3 in order to study
the performance of many concurrent links in the DC, and
found that highly directional (NB) antennas enable many
multi-gigabit links can coexist on the same channel. We
used TCP simulations to verify that high rates are actually
achievable, and exploited our hybrid combination of wired
and wireless links to improve TCP performance by 25%.

5. ANALYZING DATA CENTER TRAFFIC
We now examine traffic from four real applications in the

data center to understand whether flyways would add value.

Name # Servers Description

Cosmos O(1K) Map-Reduce
IndexSrv O(10K) Index lookup
Neon O(100) Car Simulation: HPC
3Cars O(100) Car Simulation: HPC

Table 2: Datasets
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Figure 14: Traffic Demands (normalized) between ToR Switches.

5.1 Datasets
Table 2 summarizes the analyzed datasets. Together, these

logs represent over 76 hours worth of traces, and over 114
terabytes of traffic. The Cosmos dataset was measured on
pre-production cluster with O(1K) servers in 73 racks. It sup-
ports map-reduce workload underlying a large web search
engine. Jobs on this cluster are a mix of repetitive scripts (e.g.,
hourly summaries) and one-off user jobs. While tradition-
ally focused on cluster throughput, the cluster now provides
SLAs on job turnaround time as well. The IndexSrv dataset
is from a production cluster with O(10K) servers in approx-
imately 500 racks. The cluster stores the web search index
and assembles search results for queries. This workload is la-
tency sensitive. Unlike the Cosmos cluster, links here rarely
see high utilizations. In both clusters, we instrumented ev-
ery server to log network send and read system calls and the
amount of data involved. The next two datasets are from an
HPC platform with O(100) servers in 5 racks, running car
simulation software. In every dataset, the servers are under-
neath one core switch.5 There is enough bandwidth within
a rack but the links between the top-of-rack (ToR) switches
and the core are oversubscribed 1:2. We aggregate traffic be-
tween each pairs of racks over 30 and 300 second intervals
to obtain traffic demands.

5.2 Example Demand Matrix
Consider an example demand matrix from the Cosmos

dataset; Figure 14 depicts a heat map of the demands be-
tween pairs of the ToR switches. The color palette is on a
logarithmic scale, i.e., black corresponds to the largest de-
mand entry D, deep red (0.5 on the scale) corresponds to√
D and white indicates zero demand.
A few trends are apparent. First, only a few ToR pairs

are hot, i.e., send or receive a large volume of traffic (darker
dots). The bulk of the ToR pairs are yellow, i.e., less than
D

1

10 . Second, hot ToRs exchange much of their data with
5IndexSrv cluster uses an aggregation of switches for its core.

7

Very	  few	  
hotspots!	  
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Evalua5on	  setup	  

•  Evaluated	  60	  GHz	  flyways	  improvements	  
on	  real	  demand	  matrices	  in	  an	  ns-‐3	  topology	  
based	  on	  real	  DC	  layout	  

•  Metric:	  CompleWon	  Wme	  of	  Demands	  (CTD)	  
– RelaWve	  to	  non-‐oversubscribed	  network	  
– CTD	  of	  1	  	  	  ➠	  	  	  same	  as	  non-‐oversubscribed	  
– CTD	  of	  2	  	  	  ➠	  	  	  same	  as	  1:2	  oversubscribed	  
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1	  flyway	  device	  /	  node	  
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1-‐3	  devices	  /	  node	  
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Conclusions	  

•  60	  GHz	  flyways	  can	  substanWally	  improve	  
performance	  in	  oversubscribed	  DC	  

•  Traffic	  indirec6on	  crucial	  for	  pracWcal	  benefit	  
in	  real	  workloads	  

•  Novel	  techniques	  leverage	  wired	  backbone	  to	  
dramaWcally	  simplify	  and	  speed	  hybrid	  system	  

Read	  more:	  h[p://r.halper.in/paper/flyways_sigcomm11	  
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