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Figure 5: Repair efficiency (Note that S4 − S8 are not shown,
since all of them achieve a bandwidth = 6Mbps)
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Figure 6: Fairness of two flows competing 1Mbps bottleneck

In Fig. 5, we investigate further into the individual through-
put achieved by the subscribers (the ACKer is Sbandwidth=6

in this case). We can observe that S1 is able to achieve a
throughput of about 2Mbps as long as the multicast is on
(1Mbps via multicast and 1Mbps via subscriber repair) and
able to achieve a throughput of 1Mbps via local repair as
soon as the multicast is over (at 23s). Other subscribers
observe a similar trend. We can also observe that the sub-
scribers take a while to achieve their max throughput since,
at the beginning, very few subscribers have (and serve) the
data packets that other subscribers want.

4.2 Fairness:
In Fig. 6, we evaluate the scenario of two publishers having
the same ACKer and starting 20s apart. We observe that the
publishers are able to share the bottleneck bandwidth of the
ACKer fairly.

We can observe that the publishers are able to share the
bottleneck bandwidth of the ACKer.

5 Summary
R-COPSS enhances a content oriented pub/sub system with
flow and congestion control and reliability. We show that the
combination of multicast based delivery and query/response
based local repair enables R-COPSS to support a rate that
is faster than the slowest subscriber’s receive rate. In fact,
the average throughput achieved across all the subscribers
is greater than or equal to their bottleneck link rate, show-
ing that the congestion control mechanism is effective. R-
COPSS is also able to achieve fairness across publishers.

Much future work remains to be done. An analytical mod-
el of the ACKer selection will be studied to provide more
efficient multicast in terms of both throughput and network
load. We will also seek the effectiveness of layered multicast

in the real application (e.g. video transfer, conferencing,
etc) and provide better solution in the ICN world. Another
direction of the research will be, how to reduce the wasted
traffic on the minority so as to save the total network load
and provide better service for the other flows.

6 Acknowledgments
The research leading to these results has received funding
from the EU-JAPAN initiative by the EC Seventh Frame-
work Programme (FP7/2007-2013) Grant Agreement No.
608518 (GreenICN) and NICT under Contract No. 167.
The views and conclusions contained herein are those of the
authors and should not be interpreted as necessarily repre-
senting the official policies or endorsements, either expressed
or implied, of the GreenICN project, the European Commis-
sion, or NICT.

7 References

[1] B. Segall, D. Arnold et al., “Content Based Routing with
Elvin,” in AUUG2K, 2000.

[2] A. Carzaniga, M. Rutherford et al., “A routing scheme for
content-based networking,” in INFOCOM, 2004.

[3] T. Koponen, M. Chawla et al., “A data-oriented (and
beyond) network architecture,” in SIGCOMM, 2007.

[4] L. Zhang, D. Estrin et al., “Named Data Networking
(NDN) Project,” PARC, Tech. Report NDN-0001, 2010.

[5] V. Jacobson, D. K. Smetters et al., “Networking Named
Content,” in CoNEXT, 2009.

[6] W. Fenner, D. Srivastava et al., “XTreeNet: Scalable
Overlay Networks for XML Content Dissemination and
Querying,” in WCW, 2005.

[7] J. Chen, M. Arumaithurai et al., “COPSS: An Efficient
Content Oriented Pub/Sub System,” in ANCS, 2011.

[8] ——, “G-COPSS: A Content Centric Communication
Infrastructure for Gaming,” in ICDCS, 2012.

[9] ——, “Coexist: Integrating Content Oriented
Publish/Subscribe Systems with IP,” in ANCS, 2012.

[10] L. Rizzo, “pgmcc: a tcp-friendly single-rate multicast
congestion control scheme,” in SIGCOMM, 2000.

[11] I. Gopal and J. Jaffe, “Point-to-multipoint communication
over broadcast links,” Communications, IEEE
Transactions on, vol. 32, no. 9, pp. 1034–1044, 1984.

[12] D. Towsley, “An analysis of a point-to-multipoint channel
using a go-back-n error control protocol,” Communications,
IEEE Transactions on, vol. 33, no. 3, pp. 282–285, 1985.

[13] K. Sabnani and M. Schwartz, “Multidestination protocols
for satellite broadcast channels,” Communications, IEEE
Transactions on, vol. 33, no. 3, pp. 232–240, 1985.

[14] S. Paul, K. K. Sabnani et al., “Multicast transport
protocols for high speed networks,” in ICNP, 1994.

[15] J. C. Lin and S. Paul, “Reliable multicast transport
protocol,” in INFOCOM, 1996.

[16] D. M. Chiu, S. Hurst et al., “Tram: A tree-based reliable
multicast protocol,” 1998.

[17] A. Erramilli and R. Singh, “A reliable and efficient
multicast protocols for broadband broadcast networks,” in
SIGCOMM, 1987.

[18] S. Floyd, V. Jacobson et al., “A reliable multicast
framework for light-weight sessions and application level
framing,” TON, vol. 5, no. 6, pp. 784–803, 1997.

[19] S. Ramakrishnan and B. Jain, “A negative
acknowledgement with periodic polling protocol for
multicast over lans,” in INFOCOM, 1987.

[20] S. McCanne, V. Jacobson et al., “Receiver-driven layered
multicast,” in SIGCOMM, 1996.

[21] L. Vicisano, J. Crowcroft et al., “Tcp-like congestion
control for layered multicast data transfer,” in INFOCOM,
1998.

26




