ABSTRACT

The growing prevalence of broadband Internet access around the world has made understanding the performance and reliability of broadband access networks extremely important. To better understand the performance anomalies that arise in broadband access networks, we have deployed hundreds of routers in home broadband access networks around the world and are studying the performance of these networks. One of the performance pathologies that we have observed is correlated, sudden latency increases simultaneously and to multiple destinations. In this work, we provide an preliminary glimpse into these sudden latency increases and attempt to understand their causes. Although we do not isolate root cause in this study, observing the sets of destinations that experience correlated latency increases can provide important clues as to the locations in the network that may be inducing these pathologies. We present an algorithm to better identify the network locations that are likely responsible for these pathologies. We then analyze latency data from one month across our home router deployment to determine where in the network latency issues are arising, and how those pathologies differ across regions, ISPs, and countries. Our preliminary analysis suggests that most latency pathologies are to a single destination and a relatively small percentage of these pathologies are likely in the last mile, suggesting that peering within the network may be a more likely culprit for these pathologies than access link problems.
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Algorithm 1 Correlation-based diagnosis.

Input: End-to-end and last-mile latency measurements from home routers.

Output: Detect spikes and classify them into three categories: a) spikes in last-mile latency b) spikes in RTT to a single server c) spikes in RTT to multiple servers.

Ensure: Latency value crossing a pre-determined threshold is classified as latency spike.

while Not all routers are covered do
  Read latency spike
  if RTT spike to all the servers simultaneously then
    if Spike in the last-mile latency value then
      Classify as last-mile anomaly
    else
      Classify as middle-mile anomaly
  else
    Classify as server-side anomaly
  end if
end while

2. APPROACH

Our approach for analyzing correlated latency increases has two steps: (1) anomaly detection; (2) diagnosis, based on correlation. The anomaly detection step simply determines whether a latency increase observed by the router to a particular destination constitutes an anomaly, based on whether the increase is uncharacteristically large. The diagnosis step attempts to determine whether the latency anomaly occurred in the last mile or elsewhere in the network, based on whether the latency increase was observed to all destination servers or only a subset of these servers. We briefly describe each of our approaches below.

Anomaly detection. To detect latency anomalies, we perform round-trip latency measurements from each of our deployed BISmark routers to globally distributed Measurement Lab servers, as well as to Google’s anycast DNS service. We also measure the last-mile latency from each of these routers, which is the round-trip latency to the first IPv4 hop along the path, as determined using a traceroute measurement.

We measure the average latency for each day and declare a latency anomaly to have occurred if the router observes a latency increase that is more than one standard deviation greater than the mean latency for that day. After declaring an anomaly to have occurred for a particular access network and server, we then proceed to determine whether that anomaly correlates with latency anomalies observed on other paths using the diagnosis algorithm described below.

Correlation-based diagnosis. To narrow the likely location that is inducing a sudden increase in latency, we apply Algorithm 1, which infers a rough location responsible for an anomaly based on which vantage points observed the anomaly. If a single BISmark router observes a latency anomaly to all destination servers that also correlates with a spike in last-mile latency, we declare the pathology to be a last-mile problem; if the router observes a latency anomaly to multiple (or all) destinations that does not correlate with an increase in last-mile latency, we classify that problem as a middle-mile latency problem—perhaps caused by congestion in an ISP along the path or at a peering point. If the latency anomaly does not occur to multiple servers simultaneously, we classify the anomaly as a server-side latency anomaly.

Latency data is collected from numerous BISmark routers distributed around the world and connected to various ISPs. Hence any single method of selecting the pre-determined threshold to classify a latency value as a spike might not work for all the routers.

One simple approach is to choose the threshold for a particular router-server pair as the average latency plus the standard deviation of RTT observed to that server over the entire time period of the data being analyzed. This threshold approach is naive and has a limitation in that a few outliers can lead to a high threshold value causing latency spikes of lower magnitude to go undetected by the algorithm. We plan to experiment with multiple approaches to select the threshold value. We evaluate the efficacy of each threshold selection method against a manually obtained spike count and choose the method which performs optimally.

3. PRELIMINARY RESULTS

In our preliminary analysis, we applied the detection algorithm to latency data from September 2012, using 24 home routers in the Atlanta area and 27 home routers in Comcast across the United States. We also performed our analysis for collections of routers deployed in developing and developed countries to determine whether developing countries experience more problems in different portions of the network. Table 1 shows the average percentage of latency anomalies for each time, and their corresponding 95% confidence intervals. We observe that far fewer latency anomalies than we expected appear to be in the last mile. Interestingly, developing countries experienced relatively more middle-mile anomalies suggesting perhaps that peering along the paths from developing countries to various destinations may have significant room for improvement.

In our ongoing work, we are using Paris traceroutes [1] from the home router to the servers to determine whether correlated latency anomalies also have common elements along an end-to-end path. For example, we expect middle-mile anomalies to be reflected in paths to multiple servers that may share one or more traceroute hops in common—thus pointing to the likely cause or location of the latency anomaly. Another area for investigation is the relatively large fraction of anomalies that appear to be server-side (i.e., only corresponding to a single destination server); given that the Measurement Lab servers are supposedly on well-provisioned networks, this finding is somewhat surprising, and we are examining this result in more detail in our ongoing work.
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Table 1: Categories of latency anomalies for different classes of access networks.