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ABSTRACT

In opportunistic networks, mobile devices can communicate with each other via connections between them that are not always available. After a device discovers another device in its transmission range, communication is enabled. Without any knowledge about geographical positions of mobile devices, neighbor discovery is energy consumption process. For example, continuous scanning is the fastest way to find neighbors but most mobile devices are battery-powered and cannot afford persistent scanning. So, neighbor discovery with minimal energy consumption is very important. Most neighbor discovery schemes adopt periodic sleep-wake scheduling associated with rendezvous capability. This means that each device just explores neighbors while they wake-up. Many rendezvous protocols have been proposed to reduce energy consumption. In this paper, we implement three promising asynchronous rendezvous protocols using Microsoft Research Software Radio (Sora) board and present the experimental results. Our experiment provides experimental insight into the implementation of rendezvous protocols in real situations.
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1. INTRODUCTION

The wireless mobile device market has grown rapidly. Depending on the device characteristics, a variety of applications (e.g., social networking [1] and mobile gaming community [2], [3]) and networks (e.g., mobile ad hoc networks (MANET) [4] and cognitive radio networks [5]) can be operated without any infrastructure. A network comprised of mobile devices that is not supported by any infrastructure is known as an opportunistic network.

In opportunistic networks, a mobile device cannot always communicate with other devices. Communication is possible only when a device is within the transmission range of another device and they become neighbors. However, no device has any knowledge about the geographical positions of other devices. Therefore, a device needs to find other devices to determine whether they are within transmission range. Continuous scanning is the best solution for finding neighbors rapidly, but this is an energy-consuming process. Most mobile devices are battery-powered and cannot afford persistent scanning.

Thus, neighbor discovery with minimal energy consumption is an important objective in opportunistic networks. Each device tries to minimize its energy consumption while satisfying the discovery latency time limit. Most neighbor discovery schemes use periodic sleep-wake scheduling with rendezvous capability [6]. These schemes allow devices to sleep to save energy and they wake up at certain times to explore their neighbors at that time. The rendezvous protocol makes mobile devices know the time to wake up. Many rendezvous protocols have been proposed to reduce energy consumption [6][7][8][9][10]. Rendezvous protocols in opportunistic networks need to discover each other even when the periodic sleep-wake scheduling interval is asynchronous [10]. This condition means that each mobile device can start its rendezvous protocol operation individually. Existing rendezvous protocols that satisfy this condition can be categorized as stochastic-, quorum-, and prime-based techniques. Most rendezvous protocols are based on a time slot where time is divided into slots of equal size, which is the unit for transmission or sleep by all devices. A unit of the wake time is known as an active slot. If the active slots of two devices overlap, a rendezvous may occur and they can communicate. The Birthday protocol [7], a typical stochastic-based protocol, selects the active slot probabilistically. The slot state of each device is determined by a given probability. If the given probability is high, the rendezvous probability is also high but it cannot guarantee the discovery latency bound. The active slot in the quorum-based protocol [8] is determined by a grid square where time is divided into sets of m² contiguous intervals, which are arranged as a two dimensional m x m array. Each device selects a row and a column in the array randomly, so all devices can meet at least two points of the choices
made by others. This protocol satisfies the requirements but it works only with the symmetric case. The symmetric means that every device has the same sleep-wake sequence, so it consumes the same amount of energy. In most cases, each mobile device has its own energy state which may be different from others. Practically, rendezvous protocols are required to work with different wake-up schedules (i.e., the asymmetric case), depending on the energy constraint.

To support the asymmetric case, prime-based [6] [8] [9] protocols have been suggested. In DISCO [9], each device selects two prime numbers and they wake up at multiples of these numbers. According to the Chinese Remainder Theorem (CRT) [11], they meet within the product of the prime numbers. With this approach, the degree of energy saving is similar to the quorum-based protocol but each device can pick a prime number based on its own energy level. U-connect [8] uses CRT and it picks one prime number \( p \) and wakes up in the first slot of every \( p \) slots and also it stays awake for longer than half the prime period \( p \) in every \( p^2 \) slots. The worst-case latency of U-connect is similar to DISCO but its energy saving performance is better. Based on CRT, the adaptive, asynchronous rendezvous protocol (AARP) [6] uses an equation that determines the active slots, which reduces the number of active slots compared with other methods.

In this paper, we implement aforementioned three asynchronous rendezvous protocols using Microsoft Research Software Radio (Sora) and present our experimental results. Based on this experiment, we obtained insights when we implement a rendezvous protocol in reality.

The remainder of this paper is organized as follows. In Section 2, we introduce and compare rendezvous protocols briefly. Section 3 describes the implementation in detail, and we present the results of the experimental implementation, as well as a discussion of certain issues. Section 4 contains our concluding remarks.

2. ASYNCHRONOUS RENDEZVOUS PROTOCOLS

The energy saving of proposed rendezvous protocols can be evaluated based on the number of active slots in the whole sleep-wake pattern interval. However, it is difficult to compare the energy efficiency of different methods because each rendezvous protocol defines its pattern interval (i.e., duty cycle), parameters, and metric differently. The worst-case latency bound of proposed rendezvous protocols is different in symmetric case and asymmetric case, for each case, we make the comparison.

Comparison of existing approaches in symmetric case is shown in Table 1. The first column shows the three rendezvous protocols, i.e., DISCO, U-connect, and AARP. The second column shows the duty cycle, which indicates the worst-case discovery latency. To determine the duty cycle, DISCO requires two prime numbers whereas two others requires one. Note that the duty cycle with AARP is half of the other two methods. The third column represents the ratio of the active slots to the duty cycle, i.e., how many times they wake up during a single duty cycle. DISCO and U-connect wake up every multiple of a prime number slot and U-connect additionally wakes up half of the prime number for every power of the prime. The final column shows the normalized active ratio. We set the duty cycle to \( N \) and changed the other parameters. According to the results, AARP had the lowest active ratio.

In an asymmetric case, the three protocols have the same duty cycle because they follow CRT. CRT guarantees that, even if two devices pick different prime numbers; \( p_1 \) and \( p_2 \), they can meet before \( p_1 \cdot p_2 \). In DISCO, each device picks a pair of prime numbers \( (p_1, p_2) \) and \( (p_3, p_4) \) and their discovery latency is the minimal number in the sets; \( (p_1 \cdot p_3, p_1 \cdot p_4, p_2 \cdot p_3, p_2 \cdot p_4) \). In U-connect and AARP, \( p_1 \) and \( p_2 \) are picked by two devices and their discovery latency is their multiplication. Therefore, the worst-case latency bound is the same as the multiplication of the selected prime numbers. However, it is not easy to express discovery latency and asynchronous interval uniquely in terms of the active slot.

3. IMPLEMENTATION

We used the Microsoft Sora platform to test three rendezvous protocols. Sora provides hardware and software to implement Software Defined Radio (SDR). Sora allows the user to change the transmission and reception parameters via the software. To implement the protocol, we divided the time into slots. Transmissions/receptions were conducted only during predefined active slots based on the DISCO, U-connect, and AARP protocols. Depending on the worst-case discovery latency, our implementation could change the prime numbers accordingly. The experiment was conducted

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Duty Cycle</th>
<th>Active Slot</th>
<th>Normalized Active Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISCO</td>
<td>( P_1 \cdot P_2 )</td>
<td>( P_1 + P_2 )</td>
<td>( \frac{(P_1 + P_2)}{(P_1 \cdot P_2)} = \frac{2 \sqrt{P_1 \cdot P_2}}{N} )</td>
</tr>
<tr>
<td>U-Connect</td>
<td>( P \cdot P )</td>
<td>( \frac{(3P+1)}{2} )</td>
<td>( \frac{3P+1}{2P^2} = \frac{3 \sqrt{P}}{2N} )</td>
</tr>
<tr>
<td>AARP</td>
<td>( P \cdot \left( \frac{P}{2} \right) )</td>
<td>( P-1 )</td>
<td>( \frac{P-1}{2P \cdot \left( \frac{P}{2} \right)} = \frac{\sqrt{P}}{2N} )</td>
</tr>
</tbody>
</table>
in an office area (Fig. 1). The Sora radio control board (RCB) was in a PC. Thus, two PCs were used as devices to implement the rendezvous protocols and there were antennas on the backs of the PCs.

We evaluated the discovery latency of the devices. Given the same amount of energy, the discovery latency is different for the protocols. The faster discover latency, the better a rendezvous protocol. In this experiment, two devices started the rendezvous protocol randomly (i.e., asynchronously) and we conducted the experiment 50 times to determine the distribution.

### 3.1 Performance Evaluation

Symmetric discovery latency is represented using CDF (Fig. 2). We set the energy consumption rate to 5% to normalize energy consumption as the same. It means that a device is awake for 5 active slots in a duty cycle of 100 slots. The rendezvous protocols select the appropriate parameters to satisfy this rate (DISCO: P = 37, P = 43; U-connect: P = 31; AARP: P = 41). DISCO has an even distribution but its worst-case discovery latency is the longest. With U-connect, 50% of the distribution is within 200 slots but the latency is longer than that of the other methods. AARP has the shortest worst-case discovery latency, and its average rendezvous point is also shorter than the others (DISCO: 491, U-connect: 336, AARP: 308).

In the asymmetric case (Fig. 3), we consider the case where one device consumes 1% energy and the other consumes 10% energy. To achieve this for DISCO, 1% energy consumption device picks (191-211) prime numbers and the other picks (17-23) prime numbers. Likewise, for U-connect, one device consuming 1% energy selects prime number 155 and the other selects 17. For AARP, device consuming 1% energy picks 199 and the other 19. All the protocols have a similar trend but AARP had a high probability of early discovery.

### 3.2 Implementation issues

In practice, an aligned time slot is almost impossible. Without prior information and global synchronization, each device cannot know the start point of a time slot initiated by other devices. Thus, each device starts in its own time and they wake up at different times even if they have overlapping slots. This issue is known as slot non-alignment [9]. To address the slot non-alignment issue, we doubled the slot duration to provide an adequate duration for a rendezvous. This was proved in [12] and we verified it experimentally. Another issue is interference. During the neighbor discovery experiment, a rendezvous never occurred in some cases because Sora experienced interference at the rendezvous time. The development of wireless communication means the current channel state can be full of them. In the experiment, many WLAN access points (APs) and wireless devices coexist with Sora because the building contains other offices. Thus, it was hard to escape interference in most places. This is a normal communication environment at present so the results of our experimental implementation were realistic. However, previous studies assume an ideal channel state and they try to minimize the active slots within the duty cycle. If interference occurs at the rendezvous point in this situation, their rendezvous will be less likely to occur in one duty cycle or never at all. We may conclude from this observation that when designing a rendezvous protocol, it is necessary to count interference factor.

### 4. CONCLUSIONS

In this paper, we conducted an experimental implementation of asynchronous rendezvous protocols and showed the distribution of the discovery latency measured using Microsoft Research Sora boards. The worst-case discovery latency agreed with the calculated results but distribution presents practical expectation of discovery latency. Our experimental results highlight some practical issues such as tendency of the discovery latency and average discover time shown in Figure 2 and 3 and these distribution results may provide insight related to implementation. Depending on users’ requirement such as high priority on early discovery latency or average discovery latency or bound of the discovery latency, preference of rendezvous protocol will be different and they can get insight from our experimental results.
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