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mance is fixed at either optimizing bandwidth cost or cache-
miss probability, without regarding for the other metric.

In the thus far implemented joint-price schemes, we have
been assigning requests to download chunks strictly from the
set of min-priced servers. We now relax this strict consid-
eration by regarding any BS, whose price is within a toler-
ance value of τ from the minimum price, as eligible to serve
chunks for an incoming request (provided as before the el-
igible BSs are connected to the request’s location); chunks
are however downloaded by sorting the eligible BSs in the
increasing order of their prices. In Figure 4 we have depicted
the performance of the joint-price scheme for different val-
ues of τ , where the earlier strict min-price approach now
corresponds to τ = 0; the case where all connected BSs (ir-
respective of their prices) are eligible corresponds to τ =∞.

We observe that as τ increases the trade-off curves shift
downwards, implying that it is possible to achieve a lower
cache-miss probability for a given target bandwidth cost.
However, the range of trade-off that is possible reduces as τ
increases. For instance, using τ = 100 it is not possible to
reduce the bandwidth cost to less than 40; In fact, τ = ∞
case achieves the lowest cache-miss probability, however at
the expense of being constrained to operate at a higher range
of bandwidth cost. This shift in performance is because, as
τ increases, more BSs become eligible to serve a request
so that the cache-miss probability decreases; however, more
BSs are now loaded, resulting in a bandwidth scarce system.
Thus, further trade-off in performance can be achieved by
suitably choosing the value of τ .

In summary, the joint-price scheme, in conjunction with
the CLRU policy for cache management, can be a practical
candidate for request assignments in futuristic cellular net-
works where a dense deployment of heterogeneous femtocell
base-stations are expected. The cache-miss cost b, along
with the tolerance value τ , can be used to serve as “tunable
knobs” to trade-off one metric for the other.

5. CONCLUSION
We proposed an optimization framework to study the prob-

lem of cost minimization in cellular cache networks. Towards
this direction, we proposed an online algorithm for caching
and request assignments which is shown to be optimal and
stable in a limiting regime that is obtained by scaling the
arrival rates and the content chunking. Based on the online
algorithm, we proposed a light-weight joint-price scheme for
request assignment that can be used in conjunction with the
LRU cache management strategy. Through simulations we
found that our joint-price based request assignment strategy
outperforms the common practices of routing purely based
on either load or content availability. Our proposed joint-
price routing mechanisms are thus an appealing candidate
combining sound theoretical guarantees with good experi-
mental performance while being simple to implement.
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