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Abstract

DNSSEC has been in development for 20 years. It provides for provable security when retrieving domain names through the use of a public key infrastructure (PKI). Unfortunately, there is also significant overhead involved with DNSSEC: verifying certificate chains of signed DNS messages involves extra computation, queries to remote resolvers, additional transfers, and introduces added latency into the DNS query path. We pose the question: is it possible to achieve practical security without always verifying this certificate chain if we use a different, outside source of trust between resolvers? We believe we can. Namely, by using a long-lived, mutually authenticated TLS connection between pairs of DNS resolvers, we suggest that we can maintain near-equivalent levels of security with very little extra overhead compared to a non-DNSSEC enabled resolver. By using a reputation system or probabilistically verifying a portion of DNSSEC responses would allow for near-equivalent levels of security to be reached, even in the face of compromised resolvers.

1 Introduction

DNSSEC is not a new technology; it has been in development since 1995, with the first RFC published in 1997. Unfortunately, deployment has been slow but incremental due to, among other reasons, significant infrastructure investments needed to handle the overhead costs required to verify DNSSEC responses.

DNSSEC requires verification of a certificate signature chain in order to maintain security. There are fourfold costs. First are calculating the signatures. Fortunately, this cost is getting cheaper due to processor improvements and is not the focus of this paper. Second are the additional DNS query costs. In order to verify signatures, DNS resolvers must request additional signature-related DNS records from various servers on the certificate chain. Third are the additional bandwidth costs. There are additional DNSSEC-specific records contributing, but the extra queries are a bulk of the extra bandwidth needs. In one study, these two costs were estimated such that resolvers would need to be sized to “handle 10 times the query volume ... and a total response traffic volume of 100 times greater.” Finally, there are the latency costs for end hosts as the verification activities take non-trivial time.

These costs are significant, especially regarding equipment provisioning. We seek to reduce these costs by relying on an outside source of trust in place of signature verification. By using a different way of finding trust between DNSSEC-enabled resolvers, we can cut down on the amount of PKI verifications and further queries that are necessary for traditional DNSSEC.

2 Proposal

We want to reduce the overhead of the certificate chain verification in DNSSEC. By reducing the number of signature verifications that are necessary, we reduce the majority of overhead costs — queries, bandwidth, and latency — to near zero.  

To do this, we propose using a long-lived, mutually authenticated TLS connection between resolvers. With mutual authentication, both resolvers can provably show that they know who they are talking to. If one resolver trusts what the other resolver says, there should not be a need to re-verify the DNSSEC signature chain. This reduces the overhead to near zero, as there will only be DNSSEC verification if the remote resolver does not use our proposed trust mechanism.

There are two questions that are still left to answer. First, how do we know a DNSSEC resolver is trustworthy? Second, what if the remote resolver has been compromised? These are both variants of the same question: How can we show that the remote resolver is trustworthy? To solve this final problem, we have two solutions. The first solution is entirely internal to the resolver trying to establish trust: verifying a portion of the DNS responses from the remote resolver. If the local resolver verifies, say, 5% of all responses for validity, it probabilistically confirms that the remote resolver is trustworthy. This will reduce the amount of extra work (over

1DNS responses will remain larger due to the addition of DNSSEC signature records which are not present in vanilla DNS.
We have concerns about the use of long-lived connections between resolvers. This may not scale well and may introduce additional overhead. However, one proposed modification to DNS does exactly this: having DNS over a TLS connection between, recursive and authoritative resolvers as well as stub and recursive resolvers. [5] Combined with the DNS privacy working group work, optimistically, this may not be overhead in the near future.

As the security of this proposal hinges on the trustworthiness of the DNS resolver that a TLS connection is established with, our first course of action is to create and simulate our proposed solutions for establishing trust. While some scenarios could be represented by a Bayesian model, others lend themselves to simulation. In particular, as the probabilities for verification change based on previous input, simulation is easier for determining whether a a particular strategy for verification is effective.

These need not involve actual DNS resolution, rather these can be simulated in a much simpler environment. Some scenarios may be modeled using Bayes rules, but only if probabilities are known and consistent. Other scenarios have “moving parts” — such as changes in the probability of verification — where simulation is more appropriate. Finally, different behaviors of a malicious resolver can be more easily simulated, such as a resolver that only ‘lies’ about one particular domain and provides valid results for all others. Different strategies may be necessary for establishing trust depending on the adversary.

Further, we plan on implementing this scheme on an existing DNSSEC-enabled resolver, such as BIND or Unbound. We will then test this method for both practicality — verifying that there is a processing and network cost savings compared to verifying all DNSSEC messages — and security — by ‘compromising’ one resolver and seeing the response from the non-compromised resolver, specifically how long it takes to find that the one resolver is “lying”.

Further, we see this alternative model of trust could be used in other scenarios. For instance, the various security schemes surrounding BGP (BGPSEC, S-BGP, RPIK, etc.) all rely on PKI verification, much like DNSSEC. This technique could be applied for similar savings with potentially different criteria for verification, such as for any prefixes being announced by autonomous systems (ASes) known to host malware.

This is not a method for absolute security, like DNSSEC is aiming for, rather this is for practical security with low overhead. It can be used to alleviate scalability concerns particularly on a closed network where all DNS resolvers are controlled by the same organization. It is also useful for an organization that has less strict security requirements but wants to benefit from DNSSEC with lower cost.
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