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**ABSTRACT**

Cloud data centers host diverse applications, making it essential to have low latency. However, real-life traffic (e.g., TCP) may require more than just simple packet loss or congestion. In this paper, we present pFabric, a protocol that provides near-optimal datacenter transport. pFabric reduces average flow completion time by a factor of 2 for flows that are also a single priority number set independent of TCP. Flows have very small buffers and implement a priority-based scheduling mechanism. As a consequence, flows start at a rate 20% higher than other flows, leading to improved performance.

**Categories and Subject Descriptors:** C.2.2 [Computer-Communication Networks]: Network Architecture and Design

**General Terms:** Design, Performance, Experimentation

**Keywords:** Datacenter network, TCP, datacenter transport, flow scheduling

## 1. INTRODUCTION

In recent years, data centers have become a large-scale consolidation of enterprise IT and data and with the emergence of cloud computing services. As a result, the design of data centers has been built to be highly available, to support stateful services, and to meet the requirements of multiple tenants. This trend has led to the development of new technologies, such as the use of software-defined networks (SDN) and the introduction of datacenter networks (DCNs).
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**ABSTRACT**

RTT-based congestion control is widely used in the Internet to ensure that end-to-end traffic does not exceed the available bandwidth. However, in datacenter networks, the round-trip time (RTT) can be significantly lower than in the Internet, leading to a mismatch between the RTT and the available bandwidth. This problem can be addressed by using a more accurate estimation of the RTT, which can be obtained by measuring the RTT locally within the datacenter network. In this paper, we present a new congestion control algorithm, called TIMELY, that uses a local RTT measurement to estimate the available bandwidth and dynamically adjust the congestion control parameters accordingly.
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**1. INTRODUCTION**

Datacenter networks require tight integration with the cloud infrastructure. In this paper, we present a new congestion control algorithm, called TIMELY, that uses a local RTT measurement to estimate the available bandwidth and dynamically adjust the congestion control parameters accordingly. TIMELY is designed to work in datacenter networks, where the round-trip time (RTT) can be significantly lower than in the Internet, leading to a mismatch between the RTT and the available bandwidth. This problem can be addressed by using a more accurate estimation of the RTT, which can be obtained by measuring the RTT locally within the datacenter network.
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A Binary Feedback Scheme for Congestion Avoidance in Computer Networks
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We propose a scheme for congestion avoidance in the network layer. The scheme uses a minimal amount of state information and a single feedback bit. It adjusts the amount of traffic allowed into the network by modifying the congestion indication bit in each packet. This indication is communicated back to the users. The scheme is distributed, adapts to the dynamic state of the network, and is simple to implement. It has low overhead and is also provided to multiple sources. This paper presents an analysis of the performance of the scheme when used in combination with a round-robin flow control algorithm. It demonstrates that the scheme is effective in reducing congestion and improving performance.

Categories and Subject Descriptors: C.2.1 [Computer Systems Organization]: Network architecture and design—network communication protocols and services, network [forwarding]; C.2.3 [Computer Communication Networks]: Network Operations and Management; C.4 [Computer Systems Organization]: Computer systems organization—general; C.7.1 [Computing Methodologies]: Artificial Intelligence—general

Additional Key Words and Phrases: Computer network, congestion avoidance, congestion control, congestion indications, performance, network power

1. INTRODUCTION

Congestion in computer networks is a major problem that affects network operations and user experience. It occurs when the demand for network resources exceeds the supply, resulting in degraded performance and increased latencies. Congestion control mechanisms are designed to prevent or mitigate congestion by adjusting the rate at which data is sent across the network.

The control mechanisms adopted to control congestion can be broadly divided into two categories: passive and active. Passive mechanisms are designed to adjust the rate of data transmission based on feedback from the network, while active mechanisms are designed to proactively control the rate of data transmission to prevent congestion.

1 Introduction

This paper proposes a new congestion control scheme for TCP (Transmission Control Protocol) networks. The scheme is based on the use of a binary feedback scheme that adjusts the amount of traffic allowed into the network by modifying the congestion indication bit in each packet. This indication is communicated back to the users and used to adjust the rate of data transmission.

The proposed scheme is distributed, adapts to the dynamic state of the network, and is simple to implement. It has low overhead and is also provided to multiple sources. This paper presents an analysis of the performance of the scheme when used in combination with a round-robin flow control algorithm. It demonstrates that the scheme is effective in reducing congestion and improving performance.

Abstract

This paper presents and analyzes an efficient mechanism for congestion control in computer networks. The mechanism is based on the use of a binary feedback scheme that adjusts the amount of traffic allowed into the network by modifying the congestion indication bit in each packet. This indication is communicated back to the users and used to adjust the rate of data transmission.

The proposed scheme is distributed, adapts to the dynamic state of the network, and is simple to implement. It has low overhead and is also provided to multiple sources. This paper presents an analysis of the performance of the scheme when used in combination with a round-robin flow control algorithm. It demonstrates that the scheme is effective in reducing congestion and improving performance.
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This paper discusses the use of Explicit Congestion Notification (ECN) mechanisms in TCP/IP networks. The first part proposes a new mechanism for TCP's response to ECN mechanisms in the network layer. This mechanism is called RenD (Reference Design) and it modifies the ECN header for packets forwarding to other congested nodes. The second part presents simulation results that show the advantages of RenD compared to other existing mechanisms.

Future routers are likely to have more developed mechanisms for the detection of congestion. With the IETF BCP scheme, for example, routers detect congestion by monitoring the average queue size, and set the ECN bit in packet headers when the average queue size exceeds a certain threshold. Recently proposed Random Early Detection (RED) gateways have a similar behavior, but they differ from our scheme in terms of implementation. In RED gateways, mechanisms for detecting congestion are used before the queue overflows and they are not limited to packet drops as the method of informing sources of congestion.
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• Simplify rollout of new congestion control algorithms