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ABSTRACT
This paper analyzes mutual exclusion overhead caused by Pending Interest Table (PIT) updates on multi-core Named Data Networking (NDN) software routers. The analysis reveals that an instruction to make the mutual exclusion atomic results in a bottleneck for high speed forwarding.
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1 INTRODUCTION
High speed forwarding on multi-core NDN software routers is an important research challenge. The challenge is being solved by eliminating high latency due to DRAM accesses [3, 4]. Most studies assume ideal sharding [2] such that incoming Interest and Data packets of the same name are allocated to the same thread in order to avoid mutual exclusion of updating their flow state. However, bursty incoming packets violate the assumption, and thus packets of the same name should be allocated to different threads, which raises an issue of mutual exclusion of such flow states. This paper analyzes mutual exclusion overhead on multi-core platforms.

2 MUTUAL EXCLUSION FOR PIT
2.1 Motivation
NDN stateful forwarding is pull-based communication where a state of an incoming Interest packet is saved until the corresponding Data packet arrives from an upstream router. Such a state is saved at a table called a PIT. An important feature of the communication is write-intensity such that a thread receiving an Interest or a Data packet always re-writes the PIT entry. When packets of the same name are allocated to different threads, accesses to the PIT entry of the same name should be mutually excluded. The motivation of this paper is to understand how mutual exclusion of PIT entries degrades NDN packet forwarding speed, whereas most existing studies keep away from this issue [3, 4].

2.2 Multi-Core Software Router Platform
We adopt a computer with recent multi-core CPUs as a router hardware platform. Each CPU has several cores, which are interconnected with a shared bus, and it has L1, L2, and L3 caches. While each core has exclusive L1 and L2 caches, all the cores share the L3 cache via the shared bus. An exclusive core is allocated to each thread to avoid context switches, which also results in significant overhead, and hence we interchangeably use cores and threads, hereafter.

2.3 Reference PIT Design
We employ a chained hash table proposed in [3] as a PIT data structure. It packs several pointers to hash entries, which are PIT entries of the previous subsection, on a hash bucket. The bucket is a cache line-sized array, so that this reduces the number of DRAM accesses. Each hash entry keeps a state of pending Interest packets, which records the name and the list of the incoming faces. A hash entry is updated every when an Interest or Data packet arrives, as described below: A thread fetches a hash bucket and then updates a list of incoming faces of the corresponding hash entry.

We use a lock mechanism to make a hash bucket update atomic. A lock variable, which indicates whether a lock of the corresponding hash bucket is released (0) or acquired (1), is implemented with the Compare-And-Swap (CAS) instruction.

2.4 Overhead Time of Lock Mechanism
This subsection identifies overhead time caused by the CAS instruction when the same hash bucket is shared with more than two threads. Figure 1 describes a scenario where the core #0 and the core #1 share a lock variable and the core #1 updated it. Thus, the lock variable is stored at the L1 cache of the core #1 and the state of the cache line which includes the lock variable becomes the modified state. At this time, the core #0 reads and updates the lock variable by executing the CAS instruction. Please note that we assume the MESI protocol [1] as a cache coherence protocol. An important feature of the CAS instruction is that the shared bus is locked to make the instruction atomic during its execution [1]. Hence, the other cores cannot access the L3 cache until the following steps are finished.
3 ANALYSIS ON MUTUAL EXCLUSION

3.1 Analysis Method

In this section, we first analyze the number of CPU cycles spent by the CAS instruction empirically in the case that a PIT is designed naively such that a lock variable is locked as described in Section 2.3. Since it is expected that the cache line of the lock variable is in the modified state, the cache line is written back to the DRAM device. Therefore, the cache line in the DRAM device is transferred to the L1 cache of the core #0 and its state is set to the shared state. (4) The core #0 completes the CAS instruction, and thus the states of the cache line on the core #0 and the core #1 become the modified and the invalid states, respectively. The core #1 finally releases the shared bus.

An important observation is that the stale cache line of the lock variable incurs large time of accessing the DRAM device twice, as described in the aforementioned steps (2) and (3). If packets of the same name are allocated to different cores, the cache line of the core which handles the last packet is always stale because of the fact that a hash entry of the PIT is updated every time when an Interest or a Data packet is received.

3.2 Analysis Results

The measured numbers of CPU cycles of the naive and the ideal implementations are 226 and 41, respectively, whereas the average number of CPU cycles for processing an NDN packet is 1018 on the same computer [4]. Pre-fetching the lock variable eliminates two DRAM accesses and the number of CPU cycles of CAS instruction accounts for about 4.1% of that of NDN packet processing. However, this overhead is a bottleneck for high speed NDN packet forwarding because the CAS instruction locks the shared bus, which prevents almost all cores from running. That is, the CAS instruction results in sequential execution even on a multi-core platform.

To mitigate mutual exclusion overhead, the probability of executing the CAS instruction should be minimized as well as lock variables should be pre-fetched in advance of executing the CAS instruction.

4 CONCLUSION

This paper analyzed the overhead caused by the mutual exclusion of the PIT and revealed that the CAS instruction results in a bottleneck for high speed forwarding because it stops all other threads regardless of whether they are about to access the same PIT entry.
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