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ABSTRACT
Recent advances in high speed rails (HSRs) are propelling the need for acceptable network service in high speed mobility environments. However, previous studies show that the performance of traditional single-path transmission degrades significantly during high speed mobility due to frequent handoff. Multi-path transmission with multiple carriers is a promising way to enhance the performance, because at any time, there is possibly at least one path not suffering a handoff. In this paper, for the first time, we measure multi-path TCP (MPTCP) with two cellular carriers on HSRs with a peak speed of 310km/h. We find a significant difference in handoff time between the two carriers. Moreover, we observe that MPTCP can provide much better performance than TCP in the poorer of the two paths. This indicates that MPTCP’s robustness to handoff is much higher than TCP’s. However, the efficiency of MPTCP is far from satisfactory. MPTCP performs worse than TCP in the better path most of the time. We find that the low efficiency can be attributed to poor adaptability to frequent handoff by MPTCP’s key operations in sub-flow establishment, congestion control and scheduling. Finally, we discuss possible directions for improving MPTCP for such scenarios.
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• Networks $\rightarrow$ Network protocols;

KEYWORDS
Multi-path TCP, Measurement, Cellular Networks, High Speed Rails

1 INTRODUCTION
In the last few years, there has been a significant worldwide increase in the deployment of high speed rails (HSRs), reaching about 38,000 km at end of 2017. In this regard, China has played a more active role, contributing more than 60% of the world’s HSR network in length. The passenger transport volume on HSRs in China was at least 1.7 Billion in 2017 and is growing at an annual rate of over 30%. Therefore, like never before, there is an increasing need for acceptable quality of network services in high speed mobility scenarios.

However, state-of-the-art measurement studies \cite{1,2,3,4,5} indicate that the performance of traditional single-path transmission declines significantly under such extremely high speed mobility. It has been found that frequent handoff is the main cause of performance degradation \cite{4,5}. It is therefore urgent to find ways to enhance the
performance under frequent handoff. HSR lines in China are covered by cellular networks of various carriers. If handoff of different carriers happens at different times, multi-path transmission with multiple carriers may be able to enhance the performance: if at any time there is at least one path suffering no handoff, the unaffected path(s) can continue data transmission.

Multi-path TCP (MPTCP) [6–8] is a relatively mature solution to support multi-path transmission. The principle of MPTCP is to enhance both efficiency and robustness. For efficiency, MPTCP aims to make good use of available bandwidth of multiple network interfaces. For robustness, MPTCP aims to be more resilient to unpredictable and harmful events (such as packet loss bursts and disconnections) happening in a path. MPTCP has already been implemented in Linux kernel [9] and used in iOS. Previous studies have shown that MPTCP can enhance the performance in data centers [10], and wireless networks in static and low speed mobility cases [11–13]. If handoff of different carriers happens at different times, it is natural to assume that MPTCP can also show an advantage over TCP in high speed mobility cases.

The purpose of our study is to answer two questions:

Q1: Is there a significant difference in handoff time among various carriers covering HSR lines? Q2: If handoff time is different among various carriers, does MPTCP perform as expected, showing a significant advantage over TCP?

To seek answers to these questions, for the first time, we compare handoff time between two large commercial carriers (referred to in this paper as Carriers M and U) in China, and conduct a comprehensive measurement on MPTCP with the two carriers over HSRs with a peak speed of 310 km/h. There are two main differences between previous measurements in wireless networks and our work: i) They perform measurements in static or low speed mobility cases, while we focus on high speed mobility cases. ii) They mainly measure MPTCP using cellular and WiFi networks at the same time, while we study MPTCP using two different cellular carrier networks simultaneously.

Our measurement work faces several challenges, which previous measurement studies would likely not encounter. In particular:

For Q1, while our focus is on handoff, the impact of other factors, including a diverse terrain of the areas crossed by trains, variation in train speed (parking, acceleration, running at full speed, and deceleration), and varying network type (ranging from 2G to 4G) cannot be ignored. For example, handoff frequency increases with the increase in train speed. Handoff in the same networks is quite different from handoff between networks with two different types. It is difficult to collect information on so many factors without a dedicated tool.

For Q2, it is necessary to compare the performance of MPTCP and TCP flows. Network conditions vary significantly, and results may be biased by specific time and location during travel. It is challenging to minimize the bias. In addition, there are many external (such as terrain, speed, handoff frequency, and network type) and internal (such as flow size, flow duration, congestion control algorithm) factors which impact performance. These factors are intertwined, making it difficult to evaluate the advantage of MPTCP over TCP.

Finally, the measurement is effort and time intensive. It requires recruitment of many people, who then have to put in considerable time and effort to collect massive data traces on various HSR routes.

To overcome the above challenges, we make significant methodological contributions in both measurement and analysis. During a 22-month period, we accumulated a mileage of 82,266 km, over twice of the equatorial circumference of the earth, collecting nearly 2.8 TB of data. We evaluate the advantage of MPTCP over TCP in robustness and efficiency as follows: If MPTCP outperforms TCP in the poorer of the two paths, MPTCP is considered more robust than TCP. While if MPTCP outperforms TCP in the better path, MPTCP is considered more efficient than TCP.

We find that the probability that both Carriers M and U suffer a handoff at the same time is nearly 0 (as shown in Figure 4). This can be attributed to diversity in base station location and handoff technology between the two carriers. The difference in handoff time makes it possible for MPTCP to enhance the performance. It is natural to expect that MPTCP can show a significant advantage in both efficiency and robustness.

As expected, MPTCP shows a significant advantage in robustness. For both mice and elephant flows, MPTCP can provide a performance much better than TCP in the poorer path. MPTCP’s advantage in robustness becomes more significant when the number of handoffs suffered by a flow increases (as shown in Figures 5 and 9).

However, unexpectedly, MPTCP’s advantage in efficiency is far from satisfactory. For both mice and elephant flows, MPTCP performs worse than TCP in the better path most of the time. Moreover, MPTCP’s efficiency decreases significantly with the increase in the number of handoffs suffered by a flow (as shown in Figures 5 and 9).
We find that mice and elephant MPTCP flows show low efficiency for different reasons. For mice flows, low efficiency is due to poor adaptability of sub-flow establishment to handoff (as shown in Figure 6), while for elephant flows, it is caused by poor adaptability of congestion control (as shown in Figure 12) and scheduling (as shown in Figure 14) to handoff. Finally, we discuss possible directions for improving MPTCP, or developing new more adaptive multi-path transport protocols for high speed mobility cases.

The rest of this paper is structured as follows: Section 2 discusses the motivation of using MPTCP. Section 3 describes the measurement and analysis methods, before analyzing the performance of mice and elephant flows in Sections 4 and 5 respectively. Section 6 introduces the future work, where possible directions for improving MPTCP are discussed. Section 7 covers related work, and we conclude the paper in Section 8.

2 MOTIVATION OF USING MPTCP

In this Section, we first analyze the negative impact of frequent handoff on single-path transmission, then characterize handoff on HSRs, and finally discuss the potential benefits of using MPTCP on HSRs.

2.1 Negative Impact of Handoff

Handoff can lead to heavy packet loss bursts and sharp increase in delay. It has been found that frequent handoff is the main cause of performance degradation [4, 5]. Compared with fast signal fading due to high speed mobility [14], such as Doppler frequency offset and fast multi-path fading, handoff shows a much more significant impact on single-path transmission.

We develop a dedicated tool, MobiNet [3], to measure handoff of a smartphone. The operational principle of MobiNet is introduced in detail in Section 3.1. MobiNet can read base station information (including Location Area Code (LAC) and Cell ID (CID)) from Android OS, and record the information in logs. When LAC or CID changes, it is considered that a handoff has occurred. Consistent with previous studies, we also observe that frequent handoff has a negative impact on single-path transmission.

Figure 1 shows an example of a 100 s long TCP flow measured in 4G networks of Carrier U at a speed over 280 km/h on the Beijing-Tianjin HSR line. The flow suffers 13 handoffs in total. Note that, MobiNet cannot detect when a handoff begins, but can detect when a handoff ends (i.e. the time when LAC or CID of base station changes). Therefore, we just show the points where handoffs complete by green stems in Figure 1. Figures 1 (a), 1 (b) and 1 (c) show the variation in throughput, RTT and packet loss rate over time respectively. We find that the throughput of TCP decreases sharply, and RTT and packet loss rate increase significantly when suffering a handoff. For example, when no handoff occurs, throughput is as high as 30 Mbps, RTT is below 0.3 s, and packet loss rate is 0 at 7 s. However, due to a handoff, throughput drops below 3 Mbps, RTT reaches 1.0 s and packet loss rate surpasses 70% at 12 s. We conclude that frequent handoff hurts the performance significantly.

2.2 Handoff Characteristics

Since handoff is the main cause of performance degradation, it is necessary to characterize handoff on HSRs. After analyzing the logs of MobiNet, we make findings in two aspects:

Handoff frequency. We define handoff frequency as the number of handoffs per minute. Figure 2 depicts the CDF of handoff frequency in 4G networks of the two carriers on HSRs. We find that handoff frequency is very high. For example, the frequency exceeds 3 per minute with a probability of 37% and 65% for Carriers M and U respectively.

Difference in handoff time between two carriers. We quantify the difference in handoff time between the two carriers by inter-carrier handoff interval. It is defined as the time span between a handoff happening in one carrier network and a nearest handoff happening in the other carrier network. Figure 3 gives an example. During a 100 s period, 6 handoffs (marked by M-1, M-2, ..., M-6) occur in Carrier M network, and 6 handoffs (marked by U-1, U-2, ..., U-6) occur in Carrier U network. As an example, handoff M-2 is the nearest handoff in Carrier M network to handoff U-2 in Carrier U network. Therefore, inter-carrier handoff interval is the time between M-2 and U-2. In this example, handoff of the two carriers never happens at the same time. Such a case is prevalent. Figure 4 shows the CDF of inter-carrier handoff interval along various HSR lines. It is observed that the probability that the inter-carrier handoff interval equals to 0 is nearly 0. That is to say,
the handoff of two different carriers rarely happens at the same time. The difference in handoff time can be attributed to differences in base station locations and handoff technologies between the two carriers.

2.3 Potential Benefits of MPTCP

Making use of the difference in handoff time between two carriers, multi-path transmission has the potential to improve performance. Figure 3 shows an example of two single-path TCP flows using different carrier networks measured simultaneously. It is observed that the total throughput of two TCP flows is robust to handoff: when one flow suffers a handoff and throughput drops, the other flow does not suffer a handoff at the same time and throughput is much higher. As a result, the total throughput of the two flows rarely drops to a very low level even when either carrier suffers a handoff. It is worth noting that MPTCP does not simply use a single-path TCP on each path as illustrated in Figure 3. However, the example still implies that MPTCP has the potential to improve the performance. This strongly motivates us to try MPTCP with two carriers on HSRs.

3 MEASUREMENT AND ANALYSIS METHOD

This Section describes the measurement method, presents the dataset, and finally introduces the analysis method.

3.1 Measurement Method

We deploy static servers and mobile clients. The servers are rented from Alibaba’s Aliyun Elastic Compute Service (ECS) [15]. Each server is configured as an HTTP server, running Apache 2. We take laptops as the clients on high speed trains to retrieve Web objects of different sizes from the servers using “wget”. All of the servers and laptops are running Ubuntu 14.04 with Kernel version 4.1.35 using the stable release of the MPTCP Kernel implementation version v0.91 [9]. Each laptop can access multiple cellular networks of different carriers at the same time using USB cellular modems, or USB WiFi modems accessing WiFi hotspots transferred from cellular networks by smartphones. We explain the reason why we use both these access approaches later.

There are two main tasks:

Task 1: Collecting information on various external factors, including terrain, speed, handoff and network type.

Solution: Laptops use two ways to access cellular networks: 1) USB cellular modems. This is the straightforward way, and is widely used in previous studies [12]. 2) A smartphone hotspot is the alternative approach. Smartphones first transfer cellular networks to WiFi hotspots, and then laptops access the cellular networks through the WiFi hotspots using USB WiFi modems. Table 1 shows all cellular devices used in our experiments which support various radio access technologies (RATs) of different carriers. The reason for also using smartphone hotspots is that we developed an app (for Android smartphones), MobiNet [3], to collect information on multiple factors affecting the performance. MobiNet is a real-time measurement tool which is able to obtain geographical location and speed of the train via GPS, read the network type, LAC and CID of base station, and record all these information in logs. When LAC or CID changes, it is considered that a handoff has occurred. MobiNet is implemented based on multiple Android APIs, such as GsmCellLocation [16], Location [17], TelephonyManager [18], etc. However, we cannot develop a similar app on Linux for the laptops to collect the information of the USB cellular modem, as USB cellular modems do not allow the laptop to access such information. Therefore, we also use the approach of smartphone hotspots.

Task 2: Measuring flows with diverse size and duration, and using diverse congestion control algorithms.

Solution: To compare the performance of MPTCP and TCP, we measure two-path MPTCP flows using Carriers M and U, single-path TCP flows using Carrier M, and single-path TCP flows using Carrier U. As shown in Table 2, we measure three congestion control algorithms for MPTCP: Reno (i.e. using TCP New Reno [19] over each of the sub-flows), Linked Increases Algorithm (LIA) [20] and Opportunistic Linked-Increases Congestion Control Algorithm (OLIA) [21]. Irrespective of algorithm, each MPTCP sub-flow behaves as a legacy
New Reno TCP flow during the slow start stage. After the slow start, sub-flows enter the congestion avoidance stage, where the congestion window (CWND) is updated in an additive increase and multiplicative decrease (AIMD) way. The difference between various congestion control algorithms only lies in the additive increase rate. We measure one congestion control algorithm for TCP: Reno (i.e. New Reno). Although Cubic [22] is more popular than New Reno, we choose to measure the latter. This is because all the three congestion control algorithms used by MPTCP are designed based on TCP New Reno [6, 23, 24]. It would not be fair to compare MPTCP with TCP using Cubic.

In cellular networks, most flows are small. On the other hand, a very small fraction of large flows, which are known as “heavy-hitter” flows, contribute to the majority of the traffic volume [25, 26]. Therefore, it is of significance to study the performance of both mice and elephant flows. As shown in Table 2, we measure mice flows with three sizes: 64 KB, 256 KB, and 1 MB. Besides, we also measure elephant flows lasting 100 s.

### 3.2 Dataset

Data is collected in two ways: 1) We capture all the packets at both the client and server using tcpdump [27]. 2) MobiNet records the location and speed of the train, and various network parameters in logs.

From September 2016 to June 2018, we covered six popular HSR routes in China, i.e. Beijing-Futian (B-F), Beijing-Shenyang (B-Y), Beijing-Shanghai (B-H), Beijing-Tianjin (B-T), Beijing-Kunming (B-K), and Shanghai-Kunming (H-K). Table 3 shows the HSR lines. Taking the B-T line as an example, the length of each trip is 115 km, we accumulate a mileage of 7,820 km in 68 one-way trips.

Note that to perform static measurements, experiments are started dozens of minutes before the train leaves the originating station, and are maintained for a while after the train arrives at the terminal. Besides, we also perform static measurements outdoors in open areas in Beijing, not in high speed trains.

Table 4 shows details of the dataset on HSRs. We divide the dataset into three sub-datasets: MU-MPTCP, M-TCP and U-TCP. The total size of the three sub-datasets is nearly 2.8 TB. The three sub-datasets contain data of MPTCP flows using both Carriers M and U, TCP flows using Carrier M, and TCP flows using Carrier U respectively. As an example, in sub-dataset MU-MPTCP, the number of 64 KB-sized, 256 KB-sized, 1 MB-sized, and 100s long flows collected on B-F line is 1887, 1918, 1895, and 722 respectively. In addition to these data collected on HSRs, we also collect 50 GB of data when performing static measurements outdoors in open areas in Beijing.

### 3.3 Analysis Method

Many influence factors are highly varying and intertwined together, making it difficult to evaluate the advantage of MPTCP over TCP. To overcome this challenge, we design the analysis method, as follows:

We first filter the data. We make use of the data collected by MobiNet: latitude and longitude (we input the latitude and longitude into Google Earth to learn about the terrain), speed, handoff and network type. Terrain of areas along HSR lines is diverse in China, including hills, valleys, tunnels and plains, leading to significant variations in signal quality. The train speed is over 280 km/h most of the time, but is between 0 and 280 km/h during acceleration (after leaving a station) and deceleration (before arriving a station). Handoff frequency...
Table 4: Dataset

<table>
<thead>
<tr>
<th>Routes</th>
<th>Dataset: MU-MPTCP</th>
<th>Dataset: M-TCP</th>
<th>Dataset: U-TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of flows (64 KB)</td>
<td># of flows (256 KB)</td>
<td># of flows (1 MB)</td>
</tr>
<tr>
<td>B-F</td>
<td>1887</td>
<td>1918</td>
<td>1895</td>
</tr>
<tr>
<td>B-V</td>
<td>1336</td>
<td>1350</td>
<td>1323</td>
</tr>
<tr>
<td>B-H</td>
<td>3453</td>
<td>3407</td>
<td>3393</td>
</tr>
<tr>
<td>B-T</td>
<td>3025</td>
<td>3109</td>
<td>3073</td>
</tr>
<tr>
<td>B-K</td>
<td>1841</td>
<td>1935</td>
<td>1868</td>
</tr>
<tr>
<td>H-K</td>
<td>2128</td>
<td>2088</td>
<td>2113</td>
</tr>
<tr>
<td></td>
<td>(64 KB)</td>
<td>(256 KB)</td>
<td>(1 MB)</td>
</tr>
<tr>
<td></td>
<td>1933</td>
<td>1922</td>
<td>2015</td>
</tr>
<tr>
<td></td>
<td>1371</td>
<td>1356</td>
<td>1332</td>
</tr>
<tr>
<td></td>
<td>4038</td>
<td>4019</td>
<td>4002</td>
</tr>
<tr>
<td></td>
<td>3020</td>
<td>3025</td>
<td>3124</td>
</tr>
<tr>
<td></td>
<td>1801</td>
<td>1847</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>2322</td>
<td>2015</td>
<td>2018</td>
</tr>
<tr>
<td></td>
<td>2322</td>
<td>2015</td>
<td>2018</td>
</tr>
<tr>
<td></td>
<td>2322</td>
<td>2015</td>
<td>2018</td>
</tr>
<tr>
<td></td>
<td>879</td>
<td>1879</td>
<td>1971</td>
</tr>
<tr>
<td></td>
<td>1333</td>
<td>1333</td>
<td>1236</td>
</tr>
<tr>
<td></td>
<td>3671</td>
<td>3978</td>
<td>3661</td>
</tr>
<tr>
<td></td>
<td>3148</td>
<td>2945</td>
<td>3020</td>
</tr>
<tr>
<td></td>
<td>1740</td>
<td>1811</td>
<td>1807</td>
</tr>
<tr>
<td></td>
<td>1971</td>
<td>1971</td>
<td>1971</td>
</tr>
<tr>
<td></td>
<td>1333</td>
<td>1333</td>
<td>1236</td>
</tr>
<tr>
<td></td>
<td>3978</td>
<td>3661</td>
<td>1012</td>
</tr>
<tr>
<td></td>
<td>2945</td>
<td>3020</td>
<td>997</td>
</tr>
<tr>
<td></td>
<td>1807</td>
<td>1807</td>
<td>622</td>
</tr>
</tbody>
</table>

Table 5: Classification of mice flows

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Group: MS-US</th>
<th>Group: M0-U0</th>
<th>Group: M0-U1</th>
<th>Group: M1-U0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (km/h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>280-310</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td># of handoff (M)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td># of handoff (U)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5: FCT of mice flows

4 FINDINGS ON MICE FLOWS

In this Section, we study the performance of mice flows, including 64 KB-sized, 256 KB-sized, and 1 MB-sized flows.

4.1 Flow Completion Time

It is observed that in the short duration of a mice flow, a carrier at most suffers one handoff when the speed is over 280 km/h most of the time. Moreover, the probability that the two carriers both suffer a handoff in the same short duration is low. According to speed and number of handoffs suffered by each carrier, as shown in Table 5, we select four groups of flows: MS-US, M0-U0, M0-U1 and M1-U0. We only compare MPTCP and TCP flows in the same group. As an example, flows in group M0-U1 are measured at a speed over 280 km/h. M0-U1 includes MPTCP flows with one path using Carrier M suffering no handoff, and the other path using Carrier U suffering a handoff, TCP flows with Carrier M suffering no handoff, and TCP flows with Carrier U suffering a handoff.

Figures 5 (a), 5 (b) and 5 (c) show flow completion time (FCT) when downloading 64 KB-sized, 256 KB-sized and 1 MB-sized files respectively. We find that for both TCP and MPTCP, FCT is longer and varies in a wider range in high speed mobility cases, compared with static cases. **We evaluate the advantage of MPTCP as follows:**

- **a) Robustness.** Compared with the case that neither path suffers a handoff (i.e. Groups MS-US and M0-U0), changes with the variation in base station distribution density along HSR lines. Besides, it is observed that 4G LTE is the dominant type of networks covering HSR lines, but passengers on HSRs also connect to 2/3G networks sometimes. Since the four factors are all changing, the analysis is nearly infeasible. To make the analysis feasible, we only focus on two key factors, speed and handoff, and fix the other factors. We only study data collected in 4G LTE networks in areas of open plains. For speed, we only consider two cases: static and high speed (280-310 km/h). The former case is used as a baseline, so that we can understand the difference brought by high speed mobility. Therefore, flows measured when speed is between 0 and 280 km/h are discarded.

After filtering, we evaluate the advantage of MPTCP over TCP. It makes no sense to compare MPTCP and TCP under different conditions. For example, it is not fair to compare a MPTCP flow measured in static cases, with a TCP flow suffering multiple handoffs in high speed mobility cases. Therefore, we compare MPTCP and TCP flows with the same size/duration, measured at the same train speed, and suffering the same number of handoffs in the same carrier network.

We evaluate the advantage of MPTCP over TCP in robustness and efficiency as follows: If MPTCP outperforms TCP in the poorer of the two paths, MPTCP is considered more robust than TCP. While if MPTCP outperforms TCP in the better path, MPTCP is considered more efficient than TCP.
MPTCP can show a more significant advantage in robustness in the case that either path suffers a handoff (i.e. Groups M0-U1 and M1-U0). When either path suffers a handoff, FCT of MPTCP is much shorter than that of TCP in the poorer path (i.e. the path suffering a handoff), indicating that MPTCP is more resistant to handoff than TCP.

b) Efficiency. MPTCP cannot show a significant advantage over TCP in efficiency in all the four groups. FCT of MPTCP, is longer than that of TCP in the better path most of the time. Worse still, handoff leads to a significant reduction in efficiency. When the train speed is over 280km/h, compared with the case that neither path suffers a handoff, the gap between FCT of MPTCP to that of TCP in the better path increases significantly in the case that either path suffers a handoff.

Besides, we find that MPTCP Reno, OLIA and LIA show comparable performance. This is because slow start time takes a big portion of FCT. Irrespective of algorithm, each MPTCP sub-flow behaves in the same way during slow start. As a result, the three algorithms show comparable performance when downloading small files.

To summarize, MPTCP shows an advantage in robustness, but is not efficient enough when downloading small files on HSRs. We find that the low efficiency of MPTCP is related with the inefficient sub-flow establishment. We make an analysis in Section 4.2.

4.2 Sub-flow Establishment

It takes a short time to download a file with size below 1 MB. Sub-flow establishment time takes a considerable portion of the FCT. Therefore, for mice flows, the efficiency of sub-flow establishment has a significant impact on the performance. We find that handoff poses big challenges to sub-flow establishment. We compare the behavior of sub-flow establishment in two cases:

1) Neither path suffers a handoff. Figure 6(a) depicts the process of sub-flow establishment in normal cases. As shown in the figure, MPTCP does not establish two sub-flows in parallel, but serially [28]. It first establishes a sub-flow by three handshakes with a flag of “MP_CAPABLE”. After the first sub-flow is established successfully, the second sub-flow is also established by three handshakes with a flag of “MP_JOIN”.

2) Either path suffers a handoff. Handoff poses big challenges to sub-flow establishment. Packet loss rate of the path suffering a handoff is much higher than that of the other path. Handshakes in the lossy path may be lost and retransmitted. i) As shown in Figure 6(b), if MPTCP luckily establishes the first sub-flow in the better path, the effect of handoff is not significant. Although it takes much longer time to establish the second sub-flow in the lossy path due to losses of handshakes,
the first sub-flow in the better path can begin data transmission timely. ii) However, as shown in Figure 6(c), if MPTCP unluckily establishes the first sub-flow in the lossy path, the effect of handoff is more significant. In such a case, it takes longer time to establish the first sub-flow due to handshake losses. Although the network condition of the other path is much better, the second sub-flow cannot be established and data transmission cannot start until the first sub-flow is established successfully. In fact, MPTCP cannot choose the initial path itself. MPTCP relies on routing information to determine the destination for the initialization path regardless of its quality. When MPTCP unluckily selects a path suffering a handoff as the initialization path, establishment time increases significantly due to losses and retransmissions of handshakes.

Figure 7 shows the CDF of the total number of handshakes used to establish two sub-flows successfully. It is observed that the probability with which MPTCP sends more than 7 handshakes is 3%, when no handoff occurs, but rises to as high as 12% when either path suffers a handoff. Therefore, as shown in Figure 8, it takes much longer time to establish two sub-flows, when either path suffers a handoff.

To summarize, efficiency of sub-flow establishment is low. Using a serial approach, the time taken to establish both sub-flows is a big portion of the duration for a nice flow. Worse still, handoff leads to a significant increase in sub-flow establishment time. We discuss possible directions to fix this problem in Section 6.1.

5 FINDINGS ON ELEPHANT FLOWS

In this Section, we study the performance in a long duration, i.e. for flows lasting 100 s.

5.1 Average Rate

It is observed that in a 100 s duration, a carrier can suffer various number of handoffs, when the speed is over 280 km/h. We define two levels of the number of handoffs suffered by a carrier in 100 s: low level (0 to 6 handoffs) and high level (> 6 handoffs). According to speed and level of the number of handoffs, as shown in Table 6, we select 5 groups of elephant flows: MS-US, ML-UL, ML-UH, MH-UH and MH-UL. MPTCP and TCP flows in the same group are measured on the same train. In each experiment, all the three types of flows start at the same time, and end simultaneously 100 s later.

We evaluate the advantage of MPTCP over TCP based on average rate. Average rate is defined as the ratio of the total number of bytes downloaded to the duration, 100 s. The average rate of MPTCP, TCP with Carrier M, and TCP with Carrier U are denoted by $AR_{MPTCP-MU}$, $AR_{TCP-M}$ and $AR_{TCP-U}$ respectively. We propose three ratios to evaluate the advantage of MPTCP:

$$R_{poorer} = \frac{AR_{MPTCP-MU}}{\min(AR_{TCP-M}, AR_{TCP-U})}$$

$$R_{better} = \frac{\max(AR_{TCP-M}, AR_{TCP-U})}{AR_{MPTCP-MU}}$$

$$R_{total} = \frac{AR_{TCP-M}+AR_{TCP-U}}{AR_{MPTCP-MU}}$$

We use MPTCP and TCP flows measured in the same 100 s duration to calculate the three ratios. $R_{poorer}$ is the ratio of $AR_{MPTCP-MU}$ to the minimum value of $AR_{TCP-M}$ and $AR_{TCP-U}$. If $R_{poorer}$ is greater than 1, MPTCP shows an advantage in robustness. $R_{better}$ is the ratio of $AR_{MPTCP-MU}$ to the maximum value of $AR_{TCP-M}$ and $AR_{TCP-U}$. If $R_{better}$ is over 1, it is considered that MPTCP shows an advantage in efficiency. $R_{total}$ is the ratio of $AR_{MPTCP-MU}$ to the sum of $AR_{TCP-M}$ and $AR_{TCP-U}$. $R_{total}$ shows the gap between the average rate of MPTCP with the total average rate when using single-path TCP on each path.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Group MS-US</th>
<th>Group ML-UL</th>
<th>Group ML-UH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (km/h)</td>
<td>MPTCP (M+U)</td>
<td>TCP (M)</td>
<td>TCP (U)</td>
</tr>
<tr>
<td># of handoff (M)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td># of handoff (U)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6: Classification of elephant flows
Figure 9 shows $R_{\text{poorer}}$, $R_{\text{better}}$ and $R_{\text{total}}$ in various cases. We make following findings:

1) Robustness. $R_{\text{poorer}}$ is over 1 most of the time in both static and high speed mobility cases, indicating an advantage in robustness of MPTCP over TCP. The probability that $R_{\text{poorer}}$ reaches a high level increases with the increase in train speed and the number of handoffs suffered. For example, the probability that $R_{\text{poorer}}$ surpasses 3 is 0 in static cases (i.e. Group MS-US). However, at a speed over 280km/h, the probability is 5% when each path suffers at most 6 handoffs (i.e. Group ML-UL), and reaches 13% when at least one path suffers more than 6 handoffs (i.e. Groups ML-UH, MH-UL and MH-UH).

2) Efficiency. $R_{\text{better}}$ decreases significantly with the increase in train speed and the number of handoffs suffered. The probability that $R_{\text{better}}$ surpasses 1 is 51% in static cases. At a speed over 280km/h, the probability is 37% when each path suffers at most 6 handoffs, and drops to 27% when at least one path suffers more than 6 handoffs. This indicates a significant reduction in efficiency. MPTCP cannot show an advantage in efficiency most of the time in high speed mobility cases.

3) Gap to the total average rate of TCP in two paths. $R_{\text{total}}$ decreases significantly with the increase in train speed and the number of handoffs suffered. The probability that $R_{\text{total}}$ surpasses 0.7 is 46% in static cases. At a speed over 280km/h, the probability drops to 37% when each path suffers at most 6 handoffs, and is as low as 24% when at least one path suffers more than 6 handoffs. It indicates that MPTCP makes poorer use of network resources of two paths in high speed mobility cases than in static cases.

Besides, the difference between MPTCP Reno, OLIA and LIA is bigger for elephant flows than for mice flows. When train speed is high, and handoff happens frequently, Reno provides the highest average rate, OLIA follows and LIA provides the lowest. Figure 10 shows the CDF of the average rate of the three congestion algorithms, when speed is over 280 km/h, and at least one path suffers more than 6 handoffs. It is observed that the traffic distribution between the two paths for Reno, OLIA and LIA are quite imbalanced most of the time. Since one of the two paths makes only a small contribution, it is expected that for elephant flows, MPTCP cannot show a significant advantage over TCP. The traffic distribution imbalance can be attributed to significant CWND distribution imbalance between the two paths.

To seek the root cause for low efficiency of MPTCP in high speed mobility cases, we study the traffic distribution balance between sub-flows. We define a sub-flow’s contribution rate as the ratio of the number of bytes downloaded by the sub-flow to the total number of bytes downloaded by two sub-flows. If a sub-flow has the higher contribution rate of two sub-flows, we call it the dominant sub-flow. We use the contribution rate of the dominant sub-flow to quantify the degree of traffic distribution balance. If the dominant sub-flow’s contribution rate is close to 1, it implies that traffic distribution is extremely imbalanced. Figure 11 shows the CDF of the dominant sub-flow’s contribution rate for 100 s MPTCP flows when the speed is over 280 km/h, and at least one path suffers more than 6 handoffs. It is observed that the traffic distribution between the two paths for Reno, OLIA and LIA are quite imbalanced most of the time. Since one of the two paths makes only a small contribution, it is expected that for elephant flows, MPTCP cannot show a significant advantage over TCP. The traffic distribution imbalance can be attributed to significant CWND distribution imbalance between the two paths.

To explain this issue clearly, we show three examples: a MPTCP flow using Reno in static cases (as shown in Figure 12(a)), two MPTCP flows using Reno and LIA respectively in high speed mobility cases (as shown in Figures 12(b) and 12(c) respectively). In each figure, we show the total throughput of two sub-flows, and the flight size (i.e. the number of bytes in flight) of each
sub-flow. We also mark moments when handoffs occur. We use flight size of a sub-flow to estimate the size of the sub-flow’s sliding window (SWND), which is the minimum of the sub-flow’s CWND and advertised window (AWND) of the receiver. It is observed that AWND is bigger than CWND most of the time. Therefore, flight size of a sub-flow roughly equals to the CWND. **We make the following findings:**

As shown in Figure 12(a), in static cases, only a few multiplicative decreases occur due to light packet losses in two paths, and the distribution of CWND between two paths is quite balanced. However, as shown in Figures 12(b) and 12(c), due to frequent packet loss bursts, CWND of sub-flows suffers multiplicative decreases repeatedly and CWND distribution is extremely imbalanced in high speed mobility cases. It is observed that packet loss bursts often happen around moments when handoffs occur. Since handoff in two paths happens at different times, and harm brought by handoff (such as increases in delay and packet loss rate) is quantitatively different between Carriers M and U, network conditions of two paths are quite different. This is the main cause of CWND distribution imbalance.

It is observed that the CWND distribution imbalance is higher for LIA and OLIA than Reno. We explain this as follows: CWND of two paths for LIA and OLIA are coupled. LIA and OLIA are designed to transfer traffic from a congested path to a less congested one. For OLIA, sub-flow with maximum \(l_r^2 + r_{rt}^r\) is treated as the “best” sub-flow, where \(l_r\) and \(r_{rt}\) are packet loss rate and RTT of path \(r\) separately. It tries to increase increment factor [23] for CWND of the “best” sub-flow, and decrease the factor of other sub-flows. Therefore, if the network conditions of a path with smaller CWND improve, and the path is considered as the “best” sub-flow by OLIA, CWND of the path can rise faster. This can reduce the imbalance of CWND distribution. However, all sub-flows of LIA have the same increment factor [6] for CWND, so a path with smaller CWND does not have a chance to increase its CWND faster, and the imbalance of CWND distribution cannot be reduced. Compared with OLIA and LIA, Reno does not transfer traffic from a congested path to a less congested path, because the two paths are not coupled, but independent. **Therefore, LIA shows the most significant CWND distribution imbalance, OLIA follows, and Reno shows the lowest.** The cases shown in Figures 12(b) and 12(c) are prevalent. This explains why traffic distribution imbalance of LIA is more significant than OLIA and Reno in high speed mobility cases, as shown in Figure 11. Note that, since MPTCP cannot distinguish between congestion and handoff, coupled congestion control algorithms, including LIA and OLIA, cannot transfer traffic among sub-flows timely and accurately on HSRs. Coupled congestion control algorithms may lead to unnecessary traffic convergency to one of the two paths.

**CWND distribution imbalance reduces the resistance of MPTCP to handoff.** Handoff has a significant impact on CWND and SWND. The additive increase and multiplicative decrease approach used by MPTCP cannot adapt well to frequent handoffs. MPTCP conducts very aggressive CWND reduction when heavy packet loss bursts occur due to handoff, and CWND cannot increase quickly after packet loss bursts. As a result, CWND probably drops to a very low level after suffering multiple handoffs, hurting the performance significantly. Worse still, SWND is sometimes frozen for a certain period when suffering handoffs. During the freeze period, SWND cannot slide, and no or only a few retransmitted packets can be sent out. For example, the SWND of sub-flow with Carrier M is frozen from 80 s to 87 s in Figure

![Figure 12: Variation in throughput and flight size of MPTCP over time](image-url)
Due to a handoff at 77 s, SWND freezes can be explained by the exponential back-offs triggered by retransmitting a packet for multiple times due to the high packet loss rate. Making use of the difference in handoff time between two carriers, MPTCP is expected to have better resistance to handoff than single-path TCP: even if one sub-flow suffers a handoff and throughput is reduced, the other sub-flow does not suffer a handoff at the same time and throughput is much higher. Therefore, the total throughput of two sub-flows would be robust to handoff. However, the CWND distribution imbalance reduces the resistance of MPTCP to handoff. For example, the SWND of a sub-flow with Carrier M is frozen from 22 s to 32 s in Figure 12(c)–2. Unfortunately, the CWND of the other sub-flow is nearly zero in the same period in Figure 12(c)–3, so it cannot help MPTCP enhance the resistance to handoff. As a result, throughput drops significantly during that period. Compared with LIA, the resistance of Reno and OLIA to handoff is a little better. For example, although the SWND of a sub-flow with Carrier M is frozen from 80 s to 87 s in Figure 12(b)–2, the CWND of the other sub-flow is about 0.06 MB in the same period in Figure 12(b)–3. With the contribution of the sub-flow with Carrier U, throughput does not drop to zero, but to around 3.5 Mbps during the period. A similar observation for OLIA can also be made.

To summarize, due to the big difference in network conditions between two carrier networks, CWND distribution is less balanced in high speed mobility cases than in static cases. Moreover, coupled congestion control algorithms, which are designed to transfer traffic from a congested path to a less congested path, lead to more significant CWND distribution imbalance. Extreme CWND distribution imbalance leads to significant traffic distribution imbalance, preventing MPTCP from showing enough advantage. Since MPTCP cannot differentiate between congestion and handoff, its congestion control cannot adapt well to frequent handoffs, hurting the performance significantly. We discuss possible directions to fix this problem in Section 6.2.

5.3 Out of Order Problem

In addition to the inefficient congestion control, a significant out-of-order problem is another important cause for MPTCP’s low efficiency.

MPTCP uses a two-layered sequence number: sub-flow sequence number and data sequence number. Each sub-flow has an independent sub-flow sequence number. All sub-flows share the same data sequence number space. The receiver reorders packets received from different sub-flows according to the data sequence number. Only in-order packets can be submitted to the application layer. This means that out-of-order packets have to wait in an out-of-order queue, until the packets are ranked in order after all the expected packets are received. We define the size of the out-of-order queue as the number of bytes waiting in the queue. Previous studies show that out-of-order problem hurts the performance of MPTCP significantly [8, 12].

Figures 13(a) and 13(b) show the CDF of the out-of-order queue size for 100 s long TCP and MPTCP flows respectively. It can be observed that, only using a single path, the out-of-order queue size of TCP is small in both static and high speed mobility cases. However, the out-of-order queue size rises significantly for two-path MPTCP in high speed mobility cases, especially when suffering frequent handoffs. To explain the issue clearly, we give two examples. Figure 14(a) shows an example of a 100 s long MPTCP flow measured in static cases. Figures 14(a)–1, 14(a)–2, 14(a)–3, 14(a)–4 and 14(a)–5 show the variation in RTT of sub-flow using Carrier M, RTT of sub-flow using Carrier U, out-of-order queue size, data rate, and throughput over time respectively. Throughput is defined as the number of all bytes received by the client per second. Data rate is defined as the number of in-order bytes received by the client per second. Although out-of-order packets can be used to calculate the throughput, they cannot be used to calculate the data rate until they are ranked in order after waiting in an out-of-order queue. Similarly, Figure 14(b) shows corresponding metrics of a 100 s long MPTCP flow measured on B-H line at a speed over 280 km/h. We also
mark moments when handoffs occur. We make following findings:

i) **Static cases.** RTT is stable and low, and the size of the out-of-order queue is small. Data rate is roughly equal to the throughput. Both data rate and throughput are high and stable, rarely dropping to a low level.

ii) **High speed mobility cases.** Two paths experience rapid and wide-ranged RTT variation. In particular, significant RTT spikes appear when suffering a handoff. As shown in Figure 14(b), the out-of-order queue size rises with an increase in the RTT of sub-flows, especially around moments of handoffs. Since only in-order packets can be used to calculate the data rate, the gap between throughput and data rate is enlarged. For example, as shown in Figures 14(b)-4 and 14(b)-5, throughput is as high as 13 Mbps at 33 s, but the data rate is nearly zero. This reveals that the significant reduction of data rate is caused by out-of-order packets. Besides, the data rate surpasses 40 Mbps with a probability of 5%, much higher than the probability with which throughput surpasses 40 Mbps (nearly zero). This can be explained by a large number of accumulated packets ranked in order again after a period of waiting.

The significant out-of-order problem can be attributed to poor adaptability of the scheduler to rapid and wide-ranged varying RTT. We discuss possible directions to fix this problem in Section 6.3.

6 FUTURE WORK

In the future, we will improve MPTCP in three aspects: sub-flow establishment, congestion control and scheduling. We summarize previous works that are of significant reference value. We also propose new suggestions for high speed mobility cases.

6.1 Sub-flow Establishment

MPTCP cannot choose the initial path itself. MPTCP relies on routing information to determine the destination for the initialization path regardless of its quality. This has a big impact on its performance. To solve this problem, Nguyen et al. propose to duplicate the first SYN packet [29]. The first received SYN/ACK is determined the best network (i.e., the one with the smallest RTT) to initialize the MPTCP connection.

MPTCP can reduce the delay of sub-flow establishment by supporting TCP Fast Open (TFO) [30, 31]. Szilágyi [32] changes MPTCP’s sequential connection establishment procedure to simultaneous sub-flow creation. Joshi et al. [33] enable the quick negotiation of sub-flows between MPTCP hosts during its session establishment that reduces the time required for sub-flow negotiation down to one RTT.

Handshakes may be lost and retransmitted multiple times due to handoffs, consuming considerable amount of energy. Therefore, it is necessary to detect a handoff, and open sub-flows only after a handoff to preserve battery lifetime of mobile devices.

6.2 Congestion Control

MPTCP always attributes packet loss to congestion, hence conducting very aggressive congestion control when heavy packet drops occur due to handoff. MPTCP should differentiate between congestion and handoff. For example, Sinky et al. detect handoff with cross-layer assistance [34]. Besides, the additive increase and multiplicative decrease approach used by MPTCP Reno, OLIA and LIA cannot adapt fast enough to the rapid network capability variation on HSRs. We suggest more adaptive solution to increase/decrease the CWND or sending rate, for example, the approach used by BBR [35].

We suggest a coupled congestion control that is able to make good use of the difference in handoff time between multiple carriers. For example, MPTCP can pause the timeout timer and freeze data transmission of a path suffering a handoff. At the same time, MPTCP allows CWND of other paths not suffering a handoff to rise much faster than usual. Using such a coupled congestion control, traffic can be transferred timely and accurately from paths suffering a handoff to paths not suffering a handoff. This would ensure that total throughput of all sub-flows can keep relatively stable even when any
path suffers a handoff, and the resistance of MPTCP to frequent handoff is enhanced.

6.3 Scheduling
MPTCP’s default scheduler (minRTT) sends packets through the available path with the smallest estimated RTT. However, when RTTs in separate paths differ, the default scheduler will cause an out-of-order arrival of packets at the receiver side. Shi et al. propose and implement a scheduler that pre-allocates packets to send over the fast path for in-order arrival [36]. It dynamically adapts the MPTCP-level send window based on the packets acknowledged. Guo et al. [37] proposed a balanced scheduler to move some traffic from slow sub-flows to fast sub-flows to achieve synchronous completion on receiver side.

Since packet loss rate is high during a handoff, we also suggest retransmitting packets lost in paths suffering a handoff timely, from other paths not suffering a handoff to reduce the out-of-order queue size.

Referring to previous studies, we will improve MPTCP or design a new more adaptive protocol, and measure its performance in the future. Other interesting topics, such as localization and detection with wireless signals [38–40] will also be studied in high speed mobility cases.

7 RELATED WORK
We categorize the most relevant literature into two groups: TCP in high speed mobility cases and MPTCP in static and low speed mobility cases.

Single-path TCP in High speed Mobility Cases. With regard to scenarios with speeds of 200 km/h or more, Merz et al. [1] test an LTE system in a train with velocities up to 200 km/h. Xiao et al. [2] carry out a measurement study in mobile data networks under high speed mobility (300 km/h), and Li et al. [3] investigate TCP behavior on HSR with a peak speed of 310 km/h. All these measurements obtain a conclusion that TCP’s performance declines greatly in high speed mobility cases.

MPTCP in Static and Low speed Mobility Cases. Paasch et al. [4] enable smooth handovers for WiFi and Cellular and prove MPTCP’s effectiveness in the current Internet. Chen et al. [5] compare the latency measurements under MPTCP and the single-path TCP, indicating that MPTCP reduces the variability in download latencies. Williams et al. [6] conduct experiments to augment cellular 3G connections and find that MPTCP provides benefits in the vehicle-based field test (40 km/h). Above studies are all conducted in the static or low speed environments. In this paper, we fill a void by making a detailed measurement study on MPTCP via multiple carrier networks in high speed mobility scenarios.

8 CONCLUSION
For the first time, we perform a comprehensive large scale measurement on MPTCP with two cellular carriers on HSRs with a peak speed of 310 km/h. During a 22-month period, we accumulated a mileage of 82,266 km, collecting nearly 2.8 TB of data. To overcome the challenge that multiple external and internal influence factors are highly varying and intertwined together, we make significant methodological contributions in both measurement and analysis. We find that, MPTCP can provide a performance much better than TCP in the poorer path, but performs worse than TCP in the better path most of the time. This indicates that MPTCP can show a significant advantage in robustness, but its efficiency is far from satisfactory. We find that the low efficiency can be attributed to poor adaptability to frequent handoff by MPTCP’s key operations in sub-flow establishment, congestion control and scheduling. Finally, we discuss possible directions on improving MPTCP for high speed mobility scenarios.
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