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RDMA 1/0 Congestion jmgLzd
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1 RDMA 10 path with IO congestion:

€) RNIC initiates DMA to LLC
O DDIO write allocate: allocate LLC space
for new data, evict old data to DRAM

@ Application precesses-data-r-LLC
O Application reads data from DRAM, also

brings eviction
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Modeling 1/0 Congestion mgLab

O A simple example to demonstrate cache misses in 1/O path

RNIC DMA 8 msgs to DDIO cache @ APP reads #0-#3 from DRAM
e evicted #0-#5 in DDIO cache e evicted #6 in DDIO cache

<o1 <67o12
67 3171012

@ RNIC DMA 4 new msgs to #0-#3 @ APP reads #4-#7 from DRAM
* no eviction e evicted #7 , #0-#2
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Modeling 1/0 Congestion RUST

O Model I/O congestion as a producer-

consumer speed mismatch problem vizv2

UNCON < DDIO
(zero misses)

O v1: network ingress rate DDIO < UNCON < LLC

temporarily misses)

O v2: CPU processing rate
O States: represent different degree of
unprocessed data volume

Q Transfer: decided by speed gap and time C time stop)*v2

span

vi>v2

O System fluctuates among the four

states
. . . UNCON = RQs LLC<UNCON < RQs
O More time in S3 and S4 means higher suppress v1 (100% misses)
I/O congestion (100% misses) "I

O Narrow speed gap can slow down, even
avoid state transfers
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Validation of Modeling HHUST
O Choose two common scenarios of data center, increasing the gap
O Scenario 1: single flow with different application behaviors
O With ticks per pkt increasing, CPU processing rate decreases
O Scenario 2: mix flows with different network behaviors
O With number of long flows increasing, network ingress rate increases
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CARC Design
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O Credits-Based Rate Control:
O Server allocates credits upon connection establishment
d Clients consume credits before send data

O Server replenishes credits through piggyback or standalone signal after finishing

processing data
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CARC Design ifingLab

O Loosened credits:

O Adjust credits dynamically to tolerate coordination error due to RTT latency
and 1/O unrelated memory access
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O Experiment:
O Deploy eRPC on two 200Gbps servers and compare CARC performance with HostCC

O CARC can reduce tail latency by up to 1.40x and improve throughput by up to 1.35x
compared to HostCC.

O Vary processing speed of receiver Q Vary ingress rate of receiver
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