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ABSTRACT

Accelerators, such as GPUs, SmartNICs and FPGAs, are common components of research systems today. This paper focuses on the question of how to fairly compare these systems. This is challenging because it requires comparing systems that use different hardware, e.g., two systems that use two different types of accelerators, or comparing a system that uses an accelerator with one that does not. We argue that fair evaluation in this case requires reporting not just performance, but also the cost of competing systems. We discuss what cost metrics should be used, and propose general principles for incorporating cost in research evaluations.
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1 INTRODUCTION

The diminishing improvements in CPU performance over the last decade have contributed to a proliferation of different accelerators that promise better performance for specific types of applications. As a result, an increasing number of systems proposed in networking and systems conferences now incorporate devices such as SmartNICs [16, 20, 22, 25, 27, 30, 32, 33], FPGAs [4, 7, 10, 40, 42], and programmable switches [14, 15, 18, 24, 38, 39, 41]. With many of these systems reporting impressive improvements in performance metrics such as throughput and latency.

Despite the performance improvements offered by these systems, it is often unclear if the proposed designs are a "win" over the existing ones. While many such systems are rigorously evaluated using an evaluation methodology that tries to be consistent with what the community has been doing for decades, this traditional methodology breaks when the underlying hardware changes. Traditionally, the way to compare two software systems is to run both in the same hardware device and compare their overall performance according to different performance metrics. But when two systems cannot be run on the same hardware device, looking only at performance metrics gives us an incomplete picture that does not account for the changes in cost between the two systems.

For instance, consider two typical claims found in papers that use heterogeneous hardware: "We have a system implemented in software; by pushing parts of it to a SmartNIC this system is now 2× faster." and "The system used to need 4 cores to achieve line rate, but by adding a programmable switch in front, it now only needs 2." The problem with these claims is that they only consider performance, even though the amount of available hardware resources changed. Could we achieve similar performance improvements by giving the original system more CPU cores? Why is using an accelerator any better than these additional cores or other accelerators that have already been proposed in the literature?

The main principle guiding this paper is that systems evaluation with heterogeneous hardware should consider, and report, not only performance but also cost. Our definition of cost is purposefully broad here. Just like performance can mean different things (e.g., throughput, latency, fairness), cost can refer to money, power, rack space, number of transistors, etc. In §3 we give a more precise definition of cost and propose principles that can be followed for picking good cost metrics depending on the systems being evaluated.

While the need to consider and report cost is intuitive and might even seem obvious in retrospect, many papers fail to properly consider cost in their evaluation. We believe that this is due to three main reasons:

Lack of standard cost metrics: While there is somewhat consensus on the main performance metrics that should be evaluated in a proposed systems (i.e., throughput and latency)—and even established benchmark methodologies for measuring these metrics [2]—the same is not true for cost. As a result, it is often unclear which cost metrics to pick, how to measure them, and which part of the system should
be included in the measurement. Which cost metrics should one consider in an evaluation with heterogenous hardware?

Cost asymmetry: While performance reproducibility is a challenge in itself [17], at least we can agree on the value of different performance metrics given a fixed setup. But cost metrics are often "asymmetric," being perceived differently by different people and organizations, even when measured for the exact same setup. For example, Total Cost of Ownership (TCO) might be seen as a suitable cost metric, as it can technically be applied to any system and it is widely used in industry when purchasing systems. But TCO calculations can vary dramatically for different entities. Larger companies have access to lower prices due to the ability to bulk order. Moreover, the cost of rack space can be significantly different for a company operating in a big city vs. a company that operates in a remote rural area, where cost of land is cheap. How to pick cost metrics that do not suffer from this?

Lack of cost information: Another problem that often prevents researchers from incorporating cost in their evaluation is that cost information is often not public. Existing systems commonly do not report cost, making it hard to have a cost baseline when evaluating a proposed system relative to prior work. Moreover, companies often purposefully conceal cost information as a way to hamper competition. Datasheets can be vague or not publicly available, making it hard to infer cost for many hardware devices. How can evaluations measure cost with incomplete information?

In the rest of this paper, we propose principles and methodologies to avoid the above issues when evaluating systems with heterogenous hardware.

2 MOTIVATION

There has long been agreement on what a good evaluation should aim for: allowing a paper’s readers to compare the system or design being proposed to other alternatives. While we have not always—arguably hardly ever—lived up to this ideal [2, 3, 23, 34], community standards have aimed to provide common metrics, measurement scenarios, and in some cases even benchmarks. For example, when evaluating network functions it is common to report both packets per second when using minimum sized packets and data rates when using a mixture of packets. Similarly, when building transactional databases, it is common to use one of the TPC benchmarks [35] and report transactions-per-second. Across all areas, it is also accepted practice to report what hardware and platform was used, and to compare systems running on the same hardware. This often requires that authors rerun previous systems on their setup.

Our focus in this paper is to ask how to compare systems that cannot run on the same hardware, as is the case for systems that propose new accelerators or propose novel uses of existing accelerators. There has been a steady growth in the number of systems and papers of this type [10, 22, 32, 38, 42], for good reasons: we are unlikely to see significant clock speed or transistor scaling in the future, energy and resource efficiency have become more important, and tools that allow researchers to prototype hardware accelerators have become accessible to the wider community. However, evaluating these systems can require comparing to older systems that run entirely on a CPU or comparing them to systems that use a different accelerator. Of course, we cannot require that these comparisons be run on the same hardware, but we should require "fair" comparisons, i.e., comparisons that meaningfully reveal trade-offs between systems.

Our core contention in this paper is that current evaluation approaches for accelerator-based systems are failing the community’s fairness requirements. It is common to conclude from an evaluation that shows that system X, when run on 5 cores and a SmartNIC, has the same performance as system Y, which took 8 cores, that X is more "efficient" than Y. While we sometimes hide our discomfort, e.g., by arguing that SmartNICs should not be considered when evaluating efficiency, they are cheaper and, unlike cores, cannot be resold to tenants, but this is a weak argument that is unlikely to hold in another context. Similarly, it is also common to claim that a system X, that runs on 8 cores and a SmartNIC, is superior to another system Y, that only runs on 8 cores, since X achieves higher throughput than Y. This is despite system X using strictly more computational resources than Y.

The question we thus focus on is what is a fair way to compare systems that run on different hardware? Our observation is that when choosing what system to deploy or what design to adopt, what we really care about is not just whether the system has better performance, but also whether it improves their overall utility. A system’s utility is dictated by both its cost and its performance, and thus a better system design is one that optimizes both cost (by lowering it) and performance (by improving it). Thus, our prescription when comparing systems that run on different hardware is to measure and report both cost and performance, and compare both. However, this simple prescription poses several challenges: how can one repeatedly measure cost, after all, the price of hardware varies over time, organizations, and geographic location; and how does one compare normalize costs and performance across systems fairly. The rest of the paper addresses these questions.

A potential concern one may have with incorporating cost in an evaluation is that system prototypes are often not optimized for cost. Therefore, considering their cost in the evaluation may be too pessimistic when compared to a production system. We do not see this as a major roadblock. The fact that existing prototypes do not optimize for cost is, at least in part, an artifact of cost not being commonly reported in evaluations. As such, by encouraging the community to report cost, we are also encouraging better designs that are optimized for cost.

Note that there are application-specific benchmarks that incorporate cost [28, 31, 36] but our goal is to define a set of principles that can be broadly applied to different systems.
Before moving on, we acknowledge we are not the first to consider incorporating cost metrics in an evaluation. Benchmarks such as JouleSort [28] (which measures performance and power for sorting), CloudSort [31] (performance and cloud computing cost for sorting), TPC-Pricing [36] (which provides a model for computing the cost of different TPC benchmarks), and computer architecture evaluations focused on performance-per-watt already incorporate cost into their measurements. The existence of these benchmarks further highlights the importance of considering cost when evaluating systems. This work complements these benchmarks by describing a methodology that can be broadly applied to a wide variety of accelerator-based systems.

3 PRINCIPLES FOR CHOOSING COST METRICS

A variety of metrics can be used to measure costs during evaluation, including capital expense (often dominated by hardware costs) [26], power utilization (watts) [11], administrator complexity [19], total cost of ownership (TCO), and rack-space [42]. How should systems and network researchers choose between these metrics when evaluating systems? The answer of course depends on what metrics we can feasibly measure for a system. But, not all feasible measurable metrics are equally good, and we argue that researchers should choose metrics that have three properties: (a) they should be context-independent (§3.1); (b) they should be quantifiable (§3.2); and (c) they should measure end-to-end costs for all systems being compared (§3.3). Below, we explain these properties, suggesting some metrics that meet these criteria (§3.4).

Table 1: Examples of context dependent and independent cost metrics. Context-dependent cost metrics can be calculated differently depending on who is evaluating the system and when they are evaluating it. Context-independent cost metrics avoid this problem.

<table>
<thead>
<tr>
<th>Cost Metric Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context Dependent</td>
<td>TCO ($), hardware price ($), carbon footprint (CO2e) [12].</td>
</tr>
<tr>
<td>Context Independent</td>
<td>Power (Watt), heat dissipation (BTU/h), silicon die area (mm²), number of CPU cores, number of FPGA LUTs, memory usage (MB).</td>
</tr>
</tbody>
</table>

To avoid this problem, we propose the following principle:

**Principle 1:** Cost metrics should be context-independent.

A context-independent cost metric is a metric that yields identical costs for any two identical deployments of a system. We define identical deployments to be ones where the system runs on the same hardware, uses the same configuration, and processes the same workload. Thus, context-independence enables comparisons across space, organizations and time, because the value remains the same, regardless of when it is measured and by whom. We list common examples of context-dependent and independent cost metrics in Table 1.

Finally, we note that in conversations with collaborators and funders, we found that there was some discomfort with our stance on TCO: while people agreed that TCO is “context-dependent” they also pointed out that it is “the cost metric that companies care most about.” This led us to ask, can one find context-independent equivalents to metrics such as TCO, which are inherently context-dependent? One approach is to release (with the paper) the pricing model used to compute the TCO, allowing others to compute TCO for their systems.

3.2 Quantifiable Costs

There are many cost metrics that capture important information but we currently have no good tools to measure. For example, sustainability has generated a lot of interest in the community [1, 8], and many have suggested using carbon footprint as a cost metric. However, there is no commonly agreed upon approach to measure this metric. Similarly, in software engineering, many are concerned about the additional programming complexity posed by platforms with accelerators, since accelerators add concurrency and require reasoning about interactions between devices with different consistency and coherence models. Programming complexity would thus appear to be a reasonable cost metric, however, there are no agreed upon metrics for measuring this. While task complexity is a common metric in the social sciences [5], there is wide-spread disagreement on how to measure it, and developing a repeatable metric for our field poses a significant challenge. Other important costs that are not easily quantifiable include manageability [9, 29] and...
velocity [6, 21, 37]. We thus observe, that many important cost metrics cannot (yet!) be easily quantified or compared, which leads to our next principle:

**Principle 2:** Cost metrics should be quantifiable—measurable and comparable head-to-head.

Of course, this principle does not mean that researchers should not discuss non-quantifiable cost metrics qualitatively. We merely suggest that they use this in addition to quantifiable cost metrics.\(^3\) We also encourage the community to standardize new metrics that might enable us to compare today’s unquantifiable costs using new, quantifiable, methods.

### 3.3 End-to-End Cost Coverage

Another concern when picking cost metrics is that many metrics fail to capture the “full picture.” That is, they only measure cost for a few of the systems being compared, or they ignore portions of some systems.

For example, suppose we want to compare a system implemented using only a CPU with another that uses both an FPGA and a CPU. A cost metric such as number of FPGA lookup tables cannot be used here, as it cannot be measured for both systems. But even a metric such as number of CPU cores, which can be measured for both systems, is not suitable because it fails to cover all systems in the evaluation end-to-end, i.e., it does not account for the cost of the FPGA in one of the systems. The following principle describes this:

**Principle 3:** Cost metrics should cover all systems in the evaluation end-to-end.

When we say that a cost metric has end-to-end coverage, it means that all components of the systems that are needed to produce the output are captured in the cost.

### 3.4 Practical Cost Metrics

Finally, having stated the three principles, we discuss how some commonly reported cost metrics fare on them:

- **Power draw (Watts):** Unsurprisingly, power meets all three of our requirements: it is context independent, measurable using a variety of tools, and can be added up and composed enabling end-to-end measurements.

- **Rack-space or space:** Rack-space does well in some aspects: it is quantifiable (it is just volume), and one can measure it end-to-end (space can be added up). However, it is not entirely context-independent. While there are standard rack-units, the number of devices that can be enclosed within depends on other concerns such as available power and cooling, and this makes it challenging. Thus, additional information must be provided when using rack-spaces as a context-independent cost metric.

- **Number of cores or number of LUTs:** These commonly reported cost metrics are, of course, context-independent and quantifiable. However, they are not

---

3 There is an analogous problem for non-quantifiable performance metrics. For instance, reliability, while important, can be hard to quantify objectively in some contexts.
When considering both performance and cost, it helps to consider when both systems operate in the same regime, which lets us focus on the dimension that changes (either performance or cost). This notion is captured in the following principle:

**Principle 4:** When the proposed system and the baseline operate in the same regime, the analysis can be made unidimensional.

One of the challenges in evaluating systems with heterogeneous hardware is that the baseline and the proposed systems often do not operate in the same regime. For instance, consider the example of a firewall that uses a SmartNIC, the system with the SmartNIC is likely to have higher performance but also higher cost than the baseline that does not need a SmartNIC. As we will see next, the analysis in such case must inevitably consider both performance and cost.

### 4.2 Scalable Systems and Metrics

When considering both performance and cost, it helps to think of Pareto dominance. A design Pareto dominates another if it improves performance without sacrificing cost or it improves cost without sacrificing performance. The only conclusion one can draw from an evaluation that shows that the system Pareto dominates the baseline is that the system both improves performance and reduces cost.

When the proposed design does not Pareto dominate the baseline, or vice versa, we cannot make an objective claim of superiority. To represent all the possible designs where such a superiority claim is possible, we define what we call a comparison region. A comparison region of a given design comprises all possible designs which Pareto dominate or are Pareto dominated by such design. Figure 2 illustrates the comparison region for a proposed system A in the performance-cost space. Note how designs that are not Pareto dominated or dominated by A are outside its comparison region.

![Figure 2: Illustration of the comparison region for a proposed system A. When a baseline system B is in the comparison region of system A, it either dominates A (B ≻ A) or is dominated by A (A ≻ B). Alternatively, no relation can be inferred between the two systems.](image)

In such case, authors proposing the new system can significantly simplify the evaluation by assuming ideal scalability.

**Principle 5:** Scalable baseline systems should be compared at the proposed system’s comparison region.

To make Principle 5 more concrete, consider again the example with the software firewall that is accelerated using a SmartNIC. Say the baseline system (using a regular NIC) achieves 10 Gbps and consumes 50 W of power when using a single CPU core while the proposed system (using a SmartNIC) achieves 20 Gbps and consumes 70 W of power. The baseline system is not in the proposed system’s comparison region as it has worse performance but better cost.

To compare the two systems, we could scale the baseline so that it operates in the comparison region of the proposed system. In the example, we could give the baseline more CPU cores so that it can achieve a higher throughput. If the baseline running with two cores achieves 18 Gbps with 80 W, it is now in the comparison region of the proposed design. This lets us make an objective claim that the proposed system is better at this performance-cost target.

#### 4.2.1 Ideal Scalability

One potential challenge in applying Principle 5 is that, even for scalable systems and metrics, scaling the baseline system may require substantial effort, or substantial more hardware, in order to scale horizontally. In such case, authors proposing the new system can significantly simplify the evaluation by assuming ideal scalability.

For example, consider again the accelerated firewall example. But now instead of using a SmartNIC we use a programmable switch to preprocess packets. The accelerated system can achieve 100 Gbps using all host cores and the programmable switch, while consuming 200 W. The baseline system provisioned to use all the host cores achieves 35 Gbps while consuming 100 W. The baseline system is again outside the comparison region of the proposed system but since we are already using all the host cores, we would need to provision multiple hosts in order to further scale the baseline.

Instead of trying to scale the baseline across multiple hosts, we can generously assume that the baseline system will scale linearly. This gives us a bound on how well the baseline system could do were we to use multiple hosts. In the example,
we can linearly scale the baseline until it matches the performance or the cost of the proposed system (e.g., 70 Gbps at 200 W or 100 Gbps at 286 W). Figure 3 illustrates this. Note how, by assuming ideal scalability, we can bring the baseline to the comparison region without having to actually provision it at a higher capacity. This is summarized in Principle 6:

**Principle 6:** When the baseline system and the performance metric are scalable, consider ideally scaling up the baseline to the proposed system’s comparison region.

There are a few potential pitfalls that one should be aware of when using ideal scalability. The first is that one can only assume ideal scalability for the baseline and not for the proposed system, as assuming ideal scalability for the proposed system is no longer being generous to the baseline. Another potential pitfall is that one should be careful about the cost coverage when scaling. If, for instance, the baseline system originally does not use all CPU cores in the host, linearly scaling it using the cost of the entire server is no longer generous, as one could potentially extract more performance for the same cost by using more cores within the same host. The last potential pitfall is that not every system or metric is scalable. We address this last case in the following section.

### 4.3 Non-Scalable Systems and Metrics

While scalable baseline systems can often be provisioned to operate in the proposed system’s comparison region, not every system can be scaled arbitrarily—or at all. This can be a problem in both directions: upscaling or downscaling. A proposed system may achieve a performance target that is not achievable by the baseline system—regardless of how much we try to scale the baseline. Alternatively, a proposed system may achieve a cost target that is not achievable by the baseline system—regardless of how much we try to downscale the baseline. In addition, some metrics do not scale when we scale the system, e.g., latency and JFFI [13].

There are two potential scenarios when dealing with non-scalable systems and metrics:

**Baseline in the comparison region:** When the baseline is already in the proposed system’s comparison region, the systems are comparable and we can make an objective claim of superiority. For example, if the proposed system achieves 5 µs latency with 100 W power and the baseline achieves 10 µs latency with 300 W power, the proposed system is arguably superior as it improves both performance and cost.

**Baseline not in the comparison region:** When the baseline is not in the proposed system’s comparison region, the two systems are fundamentally incomparable. For example, the proposed system may achieve 5 µs latency with 200 W power while the baseline system achieves 8 µs with 100 W power. In this case, one should still report both performance and cost for the proposed system. This lets readers decide if the system’s operating regime fits their requirements. In addition, reporting performance and cost allows the system to be used more easily as a baseline when evaluating future systems, which may be comparable with the proposed one. Moreover, the authors of the proposed system should make a case for why achieving such a performance or cost target is desirable and provide evidence for why the additional cost or reduction in performance may be justifiable.

**Principle 7:** Non-scalable baseline systems are only comparable when they are originally in the proposed system’s comparison region.

### 5 DISCUSSION AND CONCLUSION

This paper lays out a set of evaluation principles for systems that use accelerators. Our goal is to have these or similar principles influence how the community evaluates systems: we hope to drive the community to a place where authors adhere to these principles when evaluating their systems, and reviewers consider these principles when reviewing papers. Of course, we recognize that achieving this goal will require more than enumerating some principles. We thus hope to work with the community to develop good cost metrics, build tools and approaches for measuring them, and evaluating their utility when designing and comparing systems.

Two additional related questions raised by our principles are: (a) will industrial research groups be willing to report cost metrics; and (b) why are the cost metrics that fit our principles (i.e., metrics that are context-independent, quantifiable, and end-to-end) so different from TCO, which is used for purchasing decisions? Both questions share the same cause: cost and pricing information is often confidential, since it can reveal information about corporate relations (which affect discounts), salaries, contracts, and thus be a competitive disadvantage. While our hope is that the benefit of using cost information to influence system designs will alleviate some of these concerns, we are not certain of this.

Nevertheless, this is the right time for us as a community to consider how we want to evaluate and compare systems with accelerators: these systems are relatively new and our approach to evaluating and reasoning about them is still in its early stages, and thus amenable to change. This malleability is positive, since it allows research to influence what metrics are exposed by accelerator developers, and considered when building new systems, whether in academia or industry.
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*4A system response latency for a fixed load might still improve with horizontal scalability, as systems often achieve lower latency at lower loads. However, there is usually a hard limit on how much one can improve latency in this way.*
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