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Abstract
Beyond hallucinations, another problem in program synthe-
sis using LLMs is ambiguity in user intent. We illustrate the
ambiguity problem in a networking context for LLM-based
incremental configuration synthesis of route maps and ACLs.
Configuration stanzas frequently overlap in header space,
making the relative priority of actions impossible for the
LLM to infer without user interaction. Measurements in a
large cloud identify complex ACLs with 100s of overlaps,
showing ambiguity is a real problem. We propose a proto-
type system,Clarify, augmenting an LLMwith a newmodule
called aDisambiguator that helps elicit user intent. On a small
synthetic workload, Clarify incrementally synthesizes rout-
ing policies and interactively disambiguates user intent to
ensure correctness.
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•Networks→Networkmanageability; •Human-centered
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1 Introduction
"Life is ambiguous; there are many right answers - all depend-
ing on what you are looking for." - Roger van Oech

While LLM technology for program synthesis is dramat-
ically improving and hallucinations may disappear, LLMs
will never be able to read a user’s mind for their intent. Tech-
niques like RAG [2, 6, 11, 15, 26, 35], chain of thought [36]
and Agentic AI [13] greatly reduce hallucinations and incor-
rect output. However, one key bottleneck remains even if
an LLM can perform program synthesis perfectly: the need
for the user to fully and unambiguously specify their intent.
This is difficult to do even for relatively simple settings and
is infeasible to expect users to do correctly for realistic tasks.
A recent study [17] on disentangling possible meanings

from ambiguous English sentences found that only 32% of
the LLM-proposed resolutions were considered correct in
crowd-sourced evaluations. Another study [24] showed that
LLMs are inconsistent in applying factual knowledge when
prompted with ambiguous entities, with performance deteri-
orating to 75% with under-specified commands. To address
this problem, Amazon Bedrock recently introduced their Au-
tomated Reasoning framework that enables users to validate
logical models extracted from policy documents and identify
ambiguities in cases where model outputs can have multiple
interpretations [25].
We present an approach that addresses this problem in

the context of synthesis for program updates, where an ex-
isting piece of code is extended to support new functionality
or fix bugs. For concreteness, we focus on updates to net-
work configurations, specifically updates to routing policy
(route-maps) and access control (ACLs). Such updates hap-
pen frequently and need to be correct, and while LLMs are a
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natural fit for synthesizing updates, the lack of unambiguous
specifications remains a limiting factor in practice [27].

We observe that often the intent of an update is itself rela-
tively simple and unambiguous. However, if care is not taken
then this update can easily cause regressions and unexpected
behavior through interactions and interference with exist-
ing parts of the configuration, based on where the update is
inserted. The basic idea of our approach is to leverage this
observation by asking the LLM to synthesize a config snippet
in isolation given the intent of a change, and then to use a
new component that we call a disambiguator to determine
where to place the snippet to satisfy the full user intent.

Figure 1 shows the flow diagram of our proposed approach.
Like prior work on LLM-based network configuration synthe-
sis [20], we iterate synthesis with verification. However, our
approach performs synthesis incrementally: each synthesis
call produces a single new stanza to add to an existing config-
uration policy (route-map or ACL). This stanza is specified
and synthesized in isolation, which dramatically simplifies
the jobs of both the user (in specifying behavior) and the
LLM (in synthesizing a correct stanza). We then introduce a
new component called a disambiguator, which asks targeted
behavioral questions to determine where to place the new
stanza within the existing configuration, effectively eliciting
the full specification from the user in an incremental fashion.

2 Disambiguation workflow
In the cyclic workflow shown in Figure 1, the user starts
with a simple natural language intent to add a stanza to an
existing route-map or access-list. The intended behavior is
then clarified through differential examples shown to the
user over multiple interactions.

2.1 LLM Query and Verification
Consider the following routing policy named ISP_OUT writ-
ten in Cisco IOS syntax [5]. Cisco route-maps (Cisco’s name
for routing policies) can use various ancillary lists for match-
ing against specific BGP attributes. For example, in this con-
figuration, the as-path list D0 checks whether a BGP route
originates from ASN 32, while the prefix-list D1 looks
for specific prefixes in the route advertisement. The route-
map ISP_OUT contains 3 stanzas, which are evaluated in
order, and a BGP route is compared against each stanza until
a match occurs. Stanza 10 denies all routes matching the
as-path list D0, stanza 20 denies any prefix specified in D1,
and stanza 30 permits all routes with a local-preference value
of 300. Any route that fails to match one of these stanzas is
implicitly denied due to a default termination rule.

ip as-path access-list D0 permit _32$

ip prefix-list D1 seq 10 permit
10.0.0.0/8 le 24

ip prefix-list D1 seq 20 permit
20.0.0.0/16 le 32

ip prefix-list D1 seq 30 permit
1.0.0.0/20 ge 24

route-map ISP_OUT deny 10
match as-path D0

route-map ISP_OUT deny 20
match ip address prefix-list D1

route-map ISP_OUT permit 30
match local-preference 300

We want to add a new stanza that permits routes with
community 300:3 and prefix 100.0.0.0/16 with mask length
≤ 23, setting their metric to 55. So we write the following
prompt in simple English language (note that we refrain from
including any ISP_OUT specific information in the prompt):

Write a route -map stanza that permits
routes containing the prefix
100.0.0.0/16 with mask length less
than or equal to 23 and tagged with
the community 300:3. Their MED value
should be set to 55.

To prevent LLM errors, we augment the system prompt
with a task description (e.g., generate only one route-map
stanza in Cisco IOS syntax) and few-shot examples contain-
ing similar prompts and their translations.
When the user submits a query, we first invoke an inter-

mediate LLM call ( 1 in Figure 1) to classify it as either an
ACL or route-map synthesis query. Based on this classifi-
cation, we retrieve the corresponding system prompts and
examples from a database ( 2 ) and select the appropriate
synthesis pipeline. For the given example, the classifier iden-
tifies a route-map synthesis query. GPT-4 then generates the
following output ( 3 ):

ip community-list expanded COM_LIST
permit _300:3_

ip prefix-list PREFIX_100 permit
100.0.0.0/16 le 23

route-map SET_METRIC permit 10
match community COM_LIST
match ip address prefix-list PREFIX_100
set metric 55

To verify the generated snippet’s correctness, we use GPT-
4 again to to produce a JSON specification from the modified
user prompt ( 3 in Figure 1) as:
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Figure 1: Incremental synthesis with verification: The user first provides an intent for a single new config rule
or stanza, which is used to identify the query type and retrieve context. The LLM generates the corresponding
configuration snippet, which is verified for correctness. The disambiguator takes this and the original route-map or
ACL as inputs. It searches for the correct insertion point, generating differential examples to highlight behavioral
differences across candidate locations and resolve ambiguities through user feedback.

{
" pe rmi t " : t rue ,
" p r e f i x " : [ " 1 0 0 . 0 . 0 . 0 / 1 6 : 1 6 − 2 3 " ] ,
" community " : " / _300 : 3 _ / " ,
" s e t " : { " me t r i c " : 5 5 }

}

The user checks the specification manually to ensure that
it has semantics equivalent to the original intent, which for
one stanza is easy to cross-check. We then verify that the
synthesized stanza meets the synthesized specification us-
ing existing Batfish analysis methods for proving behavioral
properties of ACLs and route maps (searchFilters and
searchRoutePolicies). The automated verification and feed-
back cycle continues until the LLM finally produces the cor-
rect output or we reach a threshold and punt to the user ( 5
in Figure 1) who starts over or provides more information.

2.2 Disambiguation
After verifying syntactic and semantic correctness for the
LLM-generated stanza in isolation, the next step is to insert
it into the correct location in the original route-map ( 6
in Figure 1). Figure 2 shows 4 possible insertion scenarios.
To help the user determine intent, we use a tool called a
disambiguator that compares different scenarios (using the
compareRoutePolicies analysis in Batfish) and helps the

user to clarify their preferences through differential exam-
ples. Currently, our disambiguator prototype only supports
stanza insertions at the top or bottom of the initial route-map
(a and b in Figure 2). For example, it finds the following input
route (among others) that leads to differential behavior with
respect to the route-maps of Figures 2(a) and 2(b):

Network: 100.0.0.0/16
AS Path: [{ "asns": [32],

"confederation ": false }]
Communities: ["300:3"]
Local Preference: 100
Metric: 0
Next Hop IP: 0.0.0.1
Tag: 0
Weight: 0

There are two possible behaviors, depending on where the
new stanza is inserted.
OPTION 1:

ACTION: permit
Network: 100.0.0.0/16
AS Path: [{ "asns": [32],

"confederation ": false }]
Communities: ["300:3"]
Local Preference: 100
Metric: 55
Next Hop IP: 0.0.0.1
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ip community-list expanded D2 permit

_300:3_

ip prefix-list D3 permit 100.0.0.0/16

le 23

route-map ISP_OUT permit 10

match community D2

match ip address prefix-list D3

set metric 55
route-map ISP_OUT deny 20

match as-path D0

route-map ISP_OUT deny 30

match ip address prefix-list D1

route-map ISP_OUT permit 40

match local-preference 300

(a)

ip community-list expanded D2 permit

_300:3_

ip prefix-list D3 permit 100.0.0.0/16

le 23

route-map ISP_OUT deny 10

match as-path D0

route-map ISP_OUT deny 20

match ip address prefix-list D1

route-map ISP_OUT permit 30

match local-preference 300
route-map ISP_OUT permit 40

match community D2

match ip address prefix-list D3

set metric 55

(b)

ip community-list expanded D2 permit

_300:3_

ip prefix-list D3 permit 100.0.0.0/16

le 23

route-map ISP_OUT deny 10

match as-path D0
route-map ISP_OUT permit 20

match community D2

match ip address prefix-list D3

set metric 55
route-map ISP_OUT deny 30

match ip address prefix-list D1

route-map ISP_OUT permit 40

match local-preference 300

(c)

ip community-list expanded D2 permit

_300:3_

ip prefix-list D3 permit 100.0.0.0/16

le 23

route-map ISP_OUT deny 10

match as-path D0

route-map ISP_OUT deny 20

match ip address prefix-list D1
route-map ISP_OUT permit 30

match community D2

match ip address prefix-list D3

set metric 55
route-map ISP_OUT permit 40

match local-preference 300

(d)
Figure 2: Possible insertion points for the LLM-synthesized stanza within the route-map ISP_OUT. Snippets high-
lighted in yellow show the new stanza’s location. The AS path list D0 and prefix list D1 are omitted for brevity. Data
structure names are automatically updated by the tool during insertion.

Tag: 0
Weight: 0

OPTION 2:

ACTION: deny

The user is given this information and asked to select which
behavior they want. For instance, if the user selects the first
option, then disambiguation is complete and we get the final
route-map as shown in Figure 2(a). In general, the disam-
biguation process can require multiple such queries to the

user in order to uniquely identify where the new stanza
should be placed.

3 How common are overlaps?
Ambiguity is a real problem only if route maps and ACLs
used in practice have considerable overlap. We developed
a Batfish extension to analyze the frequency and scope of
overlaps in them within the WAN of a major cloud provider
and a university campus network. Two ACL rules are said to
have a conflicting overlap if they perform different actions
on a packet containing a header that is successfully matched
by both. For route-maps, we define two stanzas to have an
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Figure 3: Network topology used for evaluation

overlap if there is at least one route advertisement that suc-
cessfully matches both. We ignore actions for route maps
because a route-map stanza may be linked to other route-
maps using goto, continue and call statements. Thus the
route map overlap calculation is an upper bound.

3.1 Overlaps in a Cloud Network
Unfortunately, Batfish did not have support for all vendors
used in the cloud network. As a result, we only ran experi-
ments on the configurations that could be parsed. We exam-
ined 237 non-identical ACLs, some of which may be created
from the same template, and determined that 69 had at least
one overlap; 48 of these had an overlap count of more than
20. In one case, an ACL that processes nodes entering the
network from an outside network contained dozens of rules
permitting and denying combinations of source prefixes, des-
tination prefixes, and protocols. This results in over 100 pairs
of overlapping rules. In this case, the ordering of the rules
can have a large effect on the behavior of the ACL.

Turning to route maps, the ones applied to routes from or
to external neighbors perform fairly complex logic; thus sev-
eral contain overlapping stanzas. We examined 800 policies
and found 140 contain overlaps. Of these, three were found
to have more than 20 overlaps each. In the campus network,
each BGP neighbor typically used one route map for import-
ing and one for exporting. In routers we examined in the
cloud, it was more common to use a sequence of multiple
route maps. Hence, there can be overlaps not just between
different stanzas within a single route map, but also between
different route maps applied to the same neighbor.

3.2 Overlaps in a Campus Network
In the campus network consisting of 1421 device configura-
tions, we analyzed 169 route-maps. We found 2 route-maps
with overlapping stanzas. One route-map had three overlap-
ping stanza pairs, of which two were conflicting.

Access-control lists were more widely used in the campus
network with 11,088 ACLs. Of these, 37.7% had conflicting
rule overlaps. Further, 27% of such ACLs had more than
20 conflicts. This analysis included pairs where one rule’s
match condition is a proper subset of the other (e.g. permit
tcp host 1.1.1.1 host 2.2.2. and deny ip any any).
If we ignore such cases, then the percentage of ACLs with
non-trivial overlaps comes out to be approximately 18.6%.
Of these, 16.3% show an overlap count of greater than 20.
In summary, overlaps are very common making manual

incremental changes perilous whether done by an LLM based
system or a human operator. A small error in intent can break
existing policies and cause major network downtime [19].

4 Disambiguation Algorithm
In this section we formalize the disambiguation problem and
our approach. Let 𝐼𝑛𝑝𝑢𝑡 denote the set of all possible input
routes or packets to a route map or ACL. We model each
of these components abstractly as a sequence of rules. Let
𝑅𝑢𝑙𝑒 be the set of all possible rules. A rule 𝑆 matches against
an input 𝑟 based on specified conditions and performs some
action on it. If there is a successful match, then the function
matches(𝑟, 𝑆) returns true, otherwise false.

A route map or ACL is then modeled as a list of rules 𝑆 =

[𝑆1, 𝑆2, ..., 𝑆𝑛], and its semantics is defined by the function
𝑀 : 𝐼𝑛𝑝𝑢𝑡 → 𝑅𝑢𝑙𝑒 defined as follows:

∀𝑟 ∈ 𝐼𝑛𝑝𝑢𝑡, 𝑀 (𝑟 ) = argmin
𝑆∈𝑆 | matches(𝑟, 𝑆)

𝑀 formalizes which rule each route is handled by — the
leftmost rule that matches. Note that route maps and ACLs
have an implicit deny statement in the end, which we can
model by adding an explicit rule at the end of 𝑆 .

Wemodel the disambiguation problem as follows. The user
would like to insert a new rule,S∗, into 𝑆 , and the intent is for
the resulting list of rules to satisfy a new semantic function
𝑀 ′ : 𝐼𝑛𝑝𝑢𝑡 → 𝑅𝑢𝑙𝑒 . Of course, 𝑀 ′ cannot be arbitrary — it
must have a strong relationship to 𝑀 in order for it to be
possible to be constructed solely by inserting a single new
rule. We formalize the required relationship between𝑀 and
𝑀 ′ in the following three conditions that𝑀 ′ must satisfy:

• ∀𝑟 ∈ 𝐼𝑛𝑝𝑢𝑡, 𝑀 ′ (𝑟 ) = 𝑀 (𝑟 ) ∨𝑀 ′ (𝑟 ) = 𝑆∗
• ∀𝑟 ∈ 𝐼𝑛𝑝𝑢𝑡, 𝑀 ′ (𝑟 ) = 𝑆∗ ⇒ matches(𝑟, 𝑆∗)
• ∀𝑟, 𝑟 ′ ∈ 𝐼𝑛𝑝𝑢𝑡, matches(𝑟, 𝑆∗) ∧ matches(𝑟 ′, 𝑆∗) ∧
𝑀 ′ (𝑟 ) = 𝑀 (𝑟 ) ∧ 𝑀 ′ (𝑟 ′) = 𝑆∗ ⇒ 𝑀 (𝑟 ) ≤ 𝑀 (𝑟 ′)

The first condition formalizes the incremental nature of
the update: every route is either handled as it was before or
is handled by the new rule 𝑆∗. The second condition ensures
that any route handled by the new rule is in fact matched by
that rule. The final condition is perhaps the most interesting:
it ensures that there is at least one location where 𝑆∗ can be
inserted into 𝑆 in order to implement𝑀 ′. Specifically, if there
are two inputs 𝑟 and 𝑟 ′ that match the new stanza 𝑆∗ but
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Router #Route-maps #LLM calls #Disambiguation

M 4 9 5
R1 5 12 6
R2 5 12 6

Figure 4: Statistics for generating and disambiguating
the route-maps for Figure 3 incrementally.

only 𝑟 ′ should be handled by the new stanza, then the origi-
nal stanza handling 𝑟 must come before the original stanza
handling 𝑟 ′, so we can place 𝑆∗ somewhere in between.

Given these conditions on𝑀 ′, we can use binary search to
solve the disambiguation problem and determine where to
insert S∗ into 𝑆 . First, we collect all rules {S} (maintaining
their relative order) in 𝑆 for which ∃𝑟 ∈ 𝐼𝑛𝑝𝑢𝑡 such that
matches(𝑟, 𝑆) ∧ matches(𝑟, 𝑆∗). Then, we extract the mid-
dle rule from {S}, and ask the user to clarify the desired
behavior by showing them differential examples. Based on
the user’s choice, one half of the subset is discarded and
search continues in the other half. Hence, users are queried a
logarithmic number of times to fully disambiguate insertion.
Note that we do not assume a single fixed location for

inserting a new rule. If the initial assumptions hold, our
algorithm will find one valid insertion point, with all such
locations being equivalent in terms of the resulting route-
map or ACL behavior. However, this can pose a problem
when inserting multiple rules sequentially. There can be
situations where the order in which they are added, and the
choices made by our algorithm on where to insert them, can
cause the approach to fail even though there is a solution.
For the special case where all the inserted rules should be
contiguous, our algorithm would still succeed. Lastly, Clarify
does not yet have support for deleting or modifying existing
rules in the configuration. That is left as future work.

5 Evaluation
To validate Clarify’s efficacy in implementing router config-
urations incrementally from scratch, we created a synthetic
topology (Figure 3) inspired by an example from Lightyear
[30] and implemented the following global policies on it:
• Reused prefixes within the datacenter and management
should be mutually invisible.

• The special prefix 10.1.0.0/16 (which is a service within
the datacenter) should be visible to M.

• M should prefer the path through R1 to reach 10.1.0.0/16.
• No bogon prefixes should be advertised.
• ISP1 and ISP2 should be mutually unreachable via our
network
These policies are similar to those used in wide-area net-

works [30]. Following Lightyear, we decomposed these global
policies into local policies for each router, and incrementally
synthesized the configurations for 𝑅1, 𝑅2 and 𝑀 . Figure 4

shows statistics for the number of route-maps per router,
number of calls made to the LLM and the number of times
the user had to clarify their choice during updates. Some
route-maps were reused because similar policies were ap-
plied on interfaces, reducing the number of LLM calls.
Using the prompting technique of Section 2, GPT-4 was

able to synthesize the correct stanza every time in a single
pass and no errors were detected. While promising, this is a
simple topology with only a few stanzas in each route-map.
Much more experience is required with real operators.

6 Related Work
Recent work [27] discusses the critical need for specifications
for LLM-based systems and identifies ambiguity as a key chal-
lenge. They propose multiple strategies for disambiguation,
taking inspiration from regular human interactions. These
approaches aim to improve the LLM’s ability to handle ambi-
guities. We instead observe that semantic comparison, com-
mon in differential verification [9, 31, 37], can instead be used
to interactively resolve ambiguities efficiently and correctly.

There are several prior approaches to network configura-
tion synthesis. Closest to our work are the techniques that
also employ generative AI to translate English intents [10,
14, 16, 18, 20, 32, 33]. Some of these approaches tackle the
problem of LLM errors, for example by including a verifier in
the loop [20, 21], by pretraining on a networking dataset [16],
or by leveraging existing configuration templates to reduce
the search space [12, 18, 38]. Some of these methodologies
have been used in the broader domain of software synthe-
sis [28, 34]. However, none of these techniques handle the
issue that we address, namely ambiguity in the user intent.

Other work on network configuration synthesis uses two
main approaches: (1) users specify intents in a domain-specific
language (DSL), and these intents are then automatically
compiled to device configurations[1, 3, 4, 8, 22, 23]; and (2)
users specify intents through an existing set of configura-
tion templates [7, 29]. These techniques eliminate ambiguity
by using a precise intent language. However, the first ap-
proach requires users to be conversant with the DSL, while
the second requires mapping arbitrary intents to templates.

7 Conclusion and Future Work
While much research has focused on handling hallucinations
in LLM produced code, our paper deals with incorrect code
produced by ambiguity in user-specified intent. We address
this problem via a form of incremental synthesis. An LLM
writes a formal snippet based on natural language intent, and
Clarify employs semantic comparisons to interact with the
user to determine where the new snippet should be placed.
A natural question is whether the LLM itself could play

the role of the disambiguator. While this would be possible
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to explore, we believe that symbolic reasoning tools are a bet-
ter fit, since at that point in the process we have structured
inputs with well-defined semantics (candidate configuration
updates) and a precise goal (identifying behavioral differ-
ences). Our approach still leverages the LLM for what it does
better than any other technology — turning natural language
specifications into configuration stanzas.

Our paper is only a toy demonstration, and there is much
work to be done to make it a practical tool for network con-
figuration updates. First, the tool needs support for inserting
entries into other data structures that can have conflicts like
prefix lists, community-lists and AS-path lists. Second, the
disambiguator presently only handles two insertion loca-
tions. Third, we have only used one form of LLM augmen-
tation (few-shot examples). Can chain-of-thought, retrieval-
augmented generation, graph RAG or agentic AI do better?

Finally, we note that the problem of intent disambiguation
is very general, so our solution is potentially applicable to
other settings. For example, disambiguation is required for
code generation tasks beyond network configurations, and
it can be useful for network configuration updates even if
they are performed manually rather than via an LLM.
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