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Deep Neural Nets
coz’ supervised learning is hard..
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Supervised Learning 



How the brain works.
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Deep Architecture in the Brain 
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The brain activation
• Many neurons active simultaneously in the brain: around 1% 

• The input is represented by the activation of a set of features that 
are not mutually exclusive. 

• Can be exponentially more efficient than local representations 
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Deep Architecture in our Mind 

•  Humans organize their ideas and 
concepts hierarchically 

•  Humans first learn simpler concepts 
and then compose them to 
represent more abstract ones 

•  Engineers break-up solutions into 
multiple levels of abstraction and 
processing 

   It would be nice to learn / discover 
these concepts  

  (knowledge engineering failed 
because of poor introspection?) 
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Figure 2: Examples of functions represented by a graph of computations, where each node is taken in some
“element set” of allowed computations. Left: the elements are {∗, +,−, sin}∪R. The architecture computes
x∗sin(a∗x+b) and has depth 4. Right: the elements are artificial neurons computing f(x) = tanh(b+w′x);
each element in the set has a different (w, b) parameter. The architecture is a multi-layer neural network of
depth 3.

of architectures of different depths. Consider the function f(x) = x ∗ sin(a ∗ x + b). It can be expressed
as the composition of simple operations such as addition, subtraction, multiplication, and the sin operation,
as illustrated in Figure 2. In the example, there would be a different node for the multiplication a ∗ x and
for the final multiplication by x. Each node in the graph is associated with an output value obtained by
applying some function on input values that are the outputs of other nodes of the graph. For example, in a
logic circuit each node can compute a Boolean function taken from a small set of Boolean functions. The
graph as a whole has input nodes and output nodes and computes a function from input to output. The depth
of an architecture is the maximum length of a path from any input of the graph to any output of the graph,
i.e. 4 in the case of x ∗ sin(a ∗ x + b) in Figure 2.

• If we include affine operations and their possible composition with sigmoids in the set of computa-
tional elements, linear regression and logistic regression have depth 1, i.e., have a single level.

• When we put a fixed kernel computation K(u,v) in the set of allowed operations, along with affine
operations, kernel machines (Schölkopf, Burges, & Smola, 1999a) with a fixed kernel can be consid-
ered to have two levels. The first level has one element computingK(x,xi) for each prototype xi (a
selected representative training example) and matches the input vector x with the prototypes xi. The
second level performs an affine combination b +

∑
i αiK(x,xi) to associate the matching prototypes

xi with the expected response.

• When we put artificial neurons (affine transformation followed by a non-linearity) in our set of el-
ements, we obtain ordinary multi-layer neural networks (Rumelhart et al., 1986b). With the most
common choice of one hidden layer, they also have depth two (the hidden layer and the output layer).

• Decision trees can also be seen as having two levels, as discussed in Section 3.1.

• Boosting (Freund & Schapire, 1996) usually adds one level to its base learners: that level computes a
vote or linear combination of the outputs of the base learners.

• Stacking (Wolpert, 1992) is another meta-learning algorithm that adds one level.

• Based on current knowledge of brain anatomy (Serre et al., 2007), it appears that the cortex can be
seen as a deep architecture, with 5 to 10 levels just for the visual system.
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Training Neural Nets
• Unsupervised Learning for Deep Architectures 

• Pretty hard to train large RBMs, DBNs, etc

• Convolutional Neural Networks

• Easier to train! (few inputs per neuron) helps gradients to 
propagate through so many layers (backpropagation)
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Success metrics
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Success metrics
• Classification Accuracy. ( the number of correct predictions made as 

a ratio of all predictions made.)

• Logarithmic Loss. (a performance metric for evaluating the 
predictions of probabilities of membership to a given class)

• Area Under ROC Curve. (model’s ability to discriminate between 
positive and negative classes)

• Confusion Matrix. (a table with predictions on the x-axis and 
accuracy outcomes on the y-axis. The cells of the table are the 
number of predictions made by a machine learning algorithm.)
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IoT

9

weputachipinit.tumblr.com

It’s thing, and it’s connected to the internet!

It was just a dumb thing. Then we put a chip in it. 
Now it's a smart thing.



Data around us
• IoT devices

• Cyber Physical Systems
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Security
/Privacy

Information 
Utility

Bandwidth, 
CPU, Energy
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Trade-offs are hard

Lots of Hype, but also plenty of opportunities for networking and system 
to have impact.



That’s it folks
For more information, software, and papers:

haddadi.github.io

We are hiring at all levels!
www.imperial.ac.uk/SysAl


