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The (Traditional) Journey of Data

How app developers
see the network

Under the hood &h

* This architecture had been working well until ~5 years ago

* Ethernet: 10Mbps = 100Mbps = 1Gbps = 10Gbps (until 2013 @ Microsoft)
 CPU: Moore’s Law
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The End of Moore’s Law

40 years of Processor Performance
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* However, NIC bandwidth keeps increasing exponentially
* ... 2 40Gbps (2014) - 100Gbps (2017) = 400Gbps (?)



Throughput (Gbps)

CPU Starts to Become the Bottleneck
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A simple test: 40Gbps NICs, state-of-the-art servers, 16 cores
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Larger msgs =2 ~3 CPU

Small messages = CPU is the bottleneck cores are burnt by TCP

The above test was done on Windows machines [DCQCN, SIGCOMM’15];
Linux machines show a similar trend [Sandstorm, SIGCOMM’14]



Solution: Hardware Offloading (from the CPU)

* Step 1: Offloading the network stack (layer 2 to layer 4)

* Representative solution: RDMA (Remote Direct Memory Access)
* Middleboxes are also offloaded to SmartNICs [VFP, NSDI’18]

 Step 2 (or 2a): Offloading application logic to NICs
 Storage replication / transactions [Hyperloop, SIGCOMM’18]
* High IOPS key value stores [KV-Direct, SOSP’17]

 Step 3 (or 2b): Offloading application logic to switches
* Consensus protocols [NOPaxos, OSDI’16]
* High IOPS key value stores [NetCache, SOSP’17]



RDMA (Remote Direct Memory Access)

DMA
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The whole kernel network stack 1s offloaded to NICs!




RDMA Outperforms TCP
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RDMA latency 1~2 us

RDMA CPU ~0%

RDMA single thread ~40Gbps



More Challenging than It Sounds

* It is not trivial to port software logic into hardware

* E.g., the NIC has limited buffer 2 hard to implement the sending window
used by TCP

* Solution: rate-based CC protocols [DCQCN, SIGOCMM’15][TIMELY, SIGCOMM’15]
* Low performance upon packet drops

* Solution: PFC or modified retransmission mechanism [IRN, SIGCOMM’18]
* Limited programmability: what is the best programming abstraction?
* Limited memory =2 limited number of “reliable” flows = scalability?

e Research opportunities



Back to the Big Picture

P @ How does DMA work on PCle?
.
Control Buffer A DMA

Sond . @ Transport protocol for RDMA
ender - ‘
\/ NIC
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\ With NVM (Non-Volatile Memory), can
RDMA NIC also offload the storage stack?



HyperLoop: Group-Based NIC-Offloading to
Accelerate Replicated Transactions in Multi-Tenant
Storage Systems
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ABSTRACT

Storage systems in data centers are an impartant component
of large-scale online services. They typically perform repli-
cated transactional operations for high data availability and
mtegrity. Today, however, such operations suffer from high
tail latency even with recent kernel bypass and storage op-
timizations, and thus affect the predictability of end-to-end
performance of these services. We observe that the root cause
of the problem is the involvement of the CPU, a precious
commoxdity in multi-tenant settings, in the critical path of
replicated transactions. In this paper, we present HyperLoop,
a new framework that removes CPU from the critical path
of replicated transactions in storage systems by offloading
them to commodity RDMA NICs, with non-volatile memory
as the storage medium. To achieve this, we develop new and
general NIC offloading primitives that can perform memory
operations on all nodes in a replication group while guar-
anteeing ACID properties without CPU invalvement. We
demonstrate that popular storage applications can be easily
optimized using our primitives. Our evaluation results with
microbenchmarks and application benchmarks show that
HyperLoop can reduce 99°" percentile latency = $00x with
close to 0% CPU consumption on replicas.
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1 INTRODUCTION

Distributed storage systems are an impostant building block
for modern online services. To guarantee data availability
and integrity, these systems keep multiple replicas of each
data object on different servers [3, 4, 8, 9, 17, 18] and rely on
replicated transactional operations to ensure that updates are
consistently and atomically performed on all replicas.

Such replicated transactions can incur large and unpre-
dictable latencies, and thus impact the overall performance
of storage-intensive applications [52, 57, 58, 75, 86, 92). Rec-
ognizing this problem, both networking and storage commu-
nities have proposed a number of solutions to reduce average
and tail latencies of such systems.

Networking proposals include kernel bypass techniques,
such as RDMA (Remote Direct Memory Access) [64], and
userspace networking technologies [26, 90). Similarly, there
have been efforts to integrate non-volatile main memory
(NVM) [6, 11], and userspace solid state disks (SSDs) [7, 29,
98] to bypass the OS storage stack to reduce latency.

While optimizations such as kernel bypass do improve the
performance for standalone storage services and appliance-
like systems where there is only a single service running in

* Wed., 4:30PM Session, 15t paper

* Leveraging RDMA + NVM

 RDMA NIC directly reads/writes
durable storage medium

* Turns storage replication and
transactions into RDMA
operations and bypasses CPU

* Up to 800x tail latency reduction
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Revisiting Network Support for RDMA
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Abstract

The advent of RoCE (RDMA over Converged Ethernet) has
led to a significant increase in the use of RDMA in datacenter
networks. To achieve good performance, RoCE requires a
lossless network which is in turn achieved by enabling Pri-
ority Flow Coatrol (PFC) within the network. However, PFC
brings with it a host of problems such as head-of-the-line
blocking, congestion spreading, and occassonal deadlocks
Rather than seek to fix these issues, we instead ask: 1s PFC
Sfundamentally required to support RDMA over Ethernet?

We show that the need for PFC is an artifact of current
RoCE NIC designs rather than a fundamental requirement.
We propase an improved RoCE NIC (IRN) design that makes
a few simple changes to the RoCE NIC for better handling of
packet losses. We show that IRN (without PFC) outperforms
RoCE (with PFC) by 6-83% for typical network scenarios
Thus not only does IRN eliminate the need for PFC, it im-
proves performance in the process! We further show that
the changes that IRN introduces can be implemented with
modest overheads of about 3-10% to NIC resources. Based
on our results, we argue that research and industry should
rethink the current trajectory of netwark support for RDMA.

CCS Concepts

» Networks — Transport protocols;
Keywords

Datacenter transport, RDMA, RoCE, iWARP, PFC

ACM Reference Format:

Radhidka Mittal, Alexander Shpiner, Aurojit Panda, Eitan Zahavi,
Arvind Krisheamsarthy, Sylvia Ratmasamy, Scott Shenker 2018. Re
visiting Netwaork Support for RDMA. In SIGCOMM “IS: ACM SIG
COMM 2018 Conference, August 20-25, 2018, Budapest, Hungary.

Perminaca to make digtal or hard copies of al or part of thas woek for
persomal or chooroom ww i granted wethout fee provided that copuex
are mot made or distribated for profit o comssescial advantage and that
copies bear this motice and the full citatson on the first page. Copyraghtx
for componentx of thax work owmed by others than the ssthoe(s) =sust
be honored. Abx g with credit is d To copy otherwise, or
reprabimh. 10 peat o serven or to sedatribute o livts requres pror pectic

permmion and or a fee. Request p Somy ez cer,
SICOOMM "18, Augwar 20-25, 2018, Budspest, Hangory

© 2013 Copyraght held by the owner/authoe(s). Publacation raghts boermed
to ACM.

ACM ISEN 978-1-4503-55674/18/08..._ $15.00

hitpa: doscy 101 1453250543 S230557

ACM, New Yoek, NY, USA, 14 pages. bttpa//doloeg/10. 11453230543
3230557

1 Introduction

Datacenter networks offer higher bandwidth and lower la-
tency than traditional wide-area networks. However, tradi-
tional endhost networking stacks, with their high latencies
and substantial CPU overhead, have limited the extent to
which applications can make use of these charactenstics.
As a result, several large datacenters have recently adopted
RDMA, which bypasses the traditional networking stacks in
favor of direct memory accesses

RDMA over Converged Ethernet (RoCE) has emerged as
the canonical method for deploying RDMA in Ethernet-based
datacenters |23, 38). The centerpiece of RoCE is a NIC that
(1) provides mechanisms for accessing host memory with-
out CPU mvolvement and (i1) supports very basic network
transport functionality. Early experience revealed that RoCE
NICs only achieve good end-to-end performance when run
over a lossless network, so operators turned to Ethernet’s
Priority Flow Contral (PFC) mechanism to achieve 1
packet loss. The combination of RoCE and PFC has enabled
a wave of datacenter RDMA deployments

However, the current solution is not without problems. In
particular, PFC adds management complexity and can lead to
significant performance problems such as head-of-the-line
blocking, congestion spreading, and occasional deadlocks
(23, 24, 35, 37, 38). Rather than continue down the current
path and address the various problems with PFC, in this
paper we take a step back and ask whether it was needed
in the first place. To be clear, current RoCE NICs require a
lossless fabric for good performance. However, the question
we raise is: can the RoCE NIC design be altered so that we no
longer need a lossless network fabric?

We answer this question in the affirmative, proposing a
new design called IRN (for Improved RoCE NIC) that makes
two incremental changes to current RoCE NICs (i) more ef-
ficient loss recovery, and (ii) basic end-to-end flow control
to bound the number of in-flight packets (§3). We show, via
extensive simulations on a RoCE simulator obtained from
a commercial NIC vendor, that IRN performs better than
current RoCE NICs, and that IRN does not require PFC to
achieve high performance; in fact, IRN often performs better
without PFC (§4). We detail the extensions to the RDMA pro-
tocol that IRN requires (§5) and use comparative analysis and

* Wed., 4:30PM Session, 2"d paper

* Commodity RDMA hardware runs
E2E congestion control + PFC

* PFC can cause troubles in large-
scale deployment
* Hol blocking, fairness, deadlock...

* What is the minimum (feasible)
NIC hardware change that can
help us get rid of PFC?
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Understanding PCle performance for end host
networking
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ABSTRACT

In recent years, spurred on by the development and avail-
ability of programmable NICs, end hosts have increasingly
become the enforcement point for core network functions
such as load balancing, congestion coatral, and application
specific network offloads. However, implementing custom
designs on programmable NICs is not easy: many potential
bottlenecks can impact performance.

This paper focuses on the performance implication of PCle,
the de-facto 1'O interconnect in contemporary servers, when
mteracting with the host architecture and device drivers. We
present a thearetical model for PCle and pcie-bench, an
open-source suite, that allows developers to gain an accu-
rate and deep understanding of the PCle substrate. Using
pcie-bench, we characterize the PCle subsystem in modern
servers. We highlight surprising differences in PCle imple-
mentations, evaluate the undesirable impact of PCle features
such as IOMMUs, and show the practical limits for common
network cards operating at 40Gb/'s and beyond. Furthermore,
through pcie-bench we gained insights which guided soft-
ware and future hardware architectures for both commercial
and research oniented network cards and DMA engines
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1 INTRODUCTION

The idea of end hosts participating in the implementation of
network functionality has been extensively explored in enter-
prise and datacenter networks [6, 7, 25, 49, 56, 58]. Moreover,
the disruptive introduction into the market of programmable
NICs, alongside the deployment in datacenters of hybrid
Xeon and FPGA platforms [15), has boosted the demand for
new refined solutions which combine software functions and
hardware NIC acceleration to improve end host network-
ing performance [53], Sexsbility [16), or a combination of
both [29]. Several efforts try to leverage end host hardware
programmability to improve datacenter scalabilaty [12, 13]
ar specific network functions such as load balancing, appli-
cation level quality of service and congestion coatral [1).
In this paper, we show that PCle, alongside its interaction
with the host architecture and device drivers, can signifi-
cantly impact the performance of network applications. Past
research has mostly considered this impact in the context
aof specific applications such as Remote DMA (RDMA) [24],
GPU-accelerated packet processing [17], and optimized Key-
Value-Store (KVS) applications [31, 32, 34]. In contrast, we
argue that a more genenc approach to studying and char-
acterizing PCle is needed as it has become essential to im-
plement not only specialized, high-performance netwark
functions, but also storage adaptors and custom accelera-
tor cards, such as for machine learning [25]. It is in this
context that we mtroduce a theoretical model for PCle (§3),
design a methodology to characterize PCle in real systems
(§4), describe its implementation (§5), and present the results
derived using our approach (§6). This permits us to draw
several specific conclusions about the way PCle currently

* Wed., 4:30PM Session, 3" paper

* The RDMA NICs and SmartNIC
rely on DMA via PCle

* We really need to understand the
PCle behavior in order to get the
best hardware offloading benefits

* Novel PCle measurement tool
and results
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FBOSS: Building Switch Software at Scale

Sean Choi” Boris Burkov
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ABSTRACT

The coaventional software running on netwark devices, such
as switches and routers, is typecally vendor-supplied. pro
prictary and closed-source; as a result, it tends to contain
extrancous features that a single operator will mot most likely
fully utilize. Furthermore, cloud-scale data center networks
often times have software and operational requirements that
may not be well addressed by the switch vendors

In this paper, we present our Ongoing experiences on over
coming the complexity and scaling issues that we face when
designing, developing, deploying and operating an in-house
software built to manage and support a set of features re
quired for data center switches of a large scale Internet con
tent provider. We present FBOSS, our own data center switch
software, that is designed with the basis on our switch-as
a-server and deploy-early-and-iterate principles. We treat
software running on data center switches as any other soft
ware services that run on a commodity server. We also build
and deploy only a minimal number of features and #erate on
it. These principles allow us to rapidly iterate, test, deploy
and manage FBOSS at scale. Over the kst five years, our
experiences show that FBOSS's design principles allow us

to quickly build a stable and scalable network. As evidence,

we have successfully grown the number of FBOSS instances

running in our data center by over 30x over a two year period.
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1 INTRODUCTION

The world's desire to produce, consume, and distribute on
line content is increasing at an unprecedented rate. Commen
surate with this growth are equally unprecedented technical
challenges in scaling the underlying networks. Large Internet
content providers are forced 1o innovate upon all aspects of
their technology stack, including hardware, kernel, compiler,
and various distributed systems building blocks. A driving
factor is that, at scale even a relatively modest efficiency
improvement can have large effects. For us, our data center
networks power a cloud-scale Internet content provider with
billions of users, interconnecting hundreds of thousands of
servers. Thus, it is natural and necessary to innovate on the
software that runs on switches. !

Conventional switches typically come with software writ
ten by vendors. The software includes drivers for managing
dedicated packet forwarding hardware (e.g., ASICs, FPGAs,

ar NPUs), routing protocols (e.g., BGP, OSPF, STP, MLAG),
monitoring and debugging features (e.g., LLDP, BFD, OAM),

configuration interfaces (e.g.. conventional CLI, SNMP, Net
Conf, OpenConfig), and a long tail of other features needed
to run a modern switch. Implicit in the vendor model is the
assumption that networking requirements are correlated be
tween customers. In other words, vendors are successful be
cause they can create a small sumber of products and reuse
them across many customers. However our network size and
the rate of growth of the network (Figure 1) are unlike most
other data center networks. Thus, they imply that our require
ments are quite different from most customers

"We use “swilch™ for gencrald packet swilchmg devices sech v swilches and
souters. Our dats comter sctworks are fully Layer 3 rouled similar 1o what is
doscribed m |36)

* Wed., 4:30PM Session, 4t" paper

* We must manage switches

e E.g., rolling out RDMA would
require additional switch features
than running TCP

* The key for quick evolvement is
to develop switch software just
like common software

* Experience paper from Facebook
on their switch OS
* BTW, check out SONIC by Microsoft
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Exciting Area, Vast Research Opportunities

* Are we really done with RDMA transport protocols?
 How about extending it from DC to WAN?

 New RDMA-based distributed systems, or new (network) hardware
offloading architectures

* Hardware-software co-design: what is the right abstraction?
* Goal: expose maximum programmability while keep hardware performance
* It may depend on hardware platforms (FPGA vs. P4 ASIC vs. ARM/MIPS NPU)



What is Networking Like, 5 Years from Now?

* Today, networks are (dumb) pipes for moving data
* We have been building faster, wider and more reliable pipes
* Question: will the pipe still be dumb five years from now? Should it?

* | argue that we should build more “intelligence” into the pipe
* Opportunity: network hardware offloading (accelerating) distributed systems
* E.g., after the end of Moore’s Law, GPU shines for parallel computing / Al
e Can network hardware do the same for distributed systems?



