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Talk objectives

1. Introduce you to SDN

2. Provide context for session, not 

introduce/explain papers

3. Provide some pointers to literature
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Agenda

• SDN primer

• SDN: open problems

• SDN: applications

• Further reading



4

4

• Beyond today�s monolithic 
network equipment

• Separation of control and data 
plane through software modularity, 
e.g., Linux

• Do not change existing control 
plane Control plane

Forwarding
engine

Software

Hardware

Remote 
controller Communication

channel

• Principles

- Communication channel 
between forwarding engine and 
remote controller

- Expose network equipment 
capabilities, e.g., TCAM, QoS 4/19

SDN: box view
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SDN: network view
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SDN: Benefits

• Uniform API of managing the network from a 
central software-based controller, e.g., 
[Trident]

• Extends virtualization techniques at multiple 
layers, e.g., [FlowVisor]

• Shift from network hacks to applications, 
e.g., traffic engineering, network monitoring 
and security
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What is OpenFlow?

• The dominant realization of SDN
• Set of protocols and an API:

§ Wire protocol (OF):
- Establish control sessions
- Structure of flow modification messages
- Statistics collection
- Switch structure (ports and tables)

§ Configuration/management protocol (OF-config):
- Based on NETCONF
- Allocate switch ports to controller
- Availability and failure behavior
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OpenFlow 1.0

Principle: match-action-(monitor)

• Match headers: 

defines flows 

• Act on packets

• Monitor: counters
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OpenFlow controller 
architecture
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Agenda

• SDN primer

• SDN: open issues

• SDN: applications

• Further reading
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Open issues: monitoring

• Issue: collect and analyse traffic at scale and in real-
time, e.g., [OpenTM]

• Monitoring also called “telemetry”, see tomorrow’s 
session [Sonata, Snapshot]
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Open issues: control/data 
plane behavior

Issue: proper behaviour despite 
decoupling of control and data plane

• Goal: Control/data

plane congruence [Consistency]

• Performance/overhead, 

e.g., [DevoFlow]

• Testing and troubleshooting, 

e.g., [OFLOPS,CASTAN] 
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Open issues: network updates

Issue: handling network updates, e.g., [PLDI’15], while 
guaranteeing specific properties

• Correctness

• Consistency

• Ordering

• Data plane
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Open issues: security

Issue: several points to be secured against attacks, e.g., 
[Secsurvey, SecSDN]

• Controller 

• Communication channels: southbound (network) 

and northbound (applications)

• Virtual planes, e.g., [FlowVisor]

• Data plane

See “Network Verification” session
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Agenda

• SDN primer

• SDN: open issues

• SDN: applications

• Further reading
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Applications: traffic 
engineering

• Using SDN to steer traffic inside a multi-site 
network, e.g., [B4]
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Applications: monitoring

• Requires advanced data structures, e.g., 
Sketches ([OpenSketch] and [ElasticSketch])
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Agenda

• SDN primer

• SDN: open issues

• SDN: applications

• Further reading



19

Further reading
[Trident] Kai Gao et al. Trident: Toward a Unified SDN 

Programming Framework with Automatic Updates. Proc. of 
ACM SIGCOMM, 2018.

[FlowVisor] R. Sherwood et al. Can the production network be 
the testbed? Proc. of ACM OSDI, 2010.

[OpenTM] A. Tootoonchian et al. OpenTM: traffic matrix 
estimator for OpenFlow networks. Proc. of PAM, 2010.

[Sonata] A. Gupta et al. Sonata: Query-Driven Streaming 
Network Telemetry. Proc. of ACM SIGCOMM, 2018.

[Snapshot] N. Yaseen et al. Synchronized Network Snapshots.
Proc. of ACM SIGCOMM, 2018.

[PLDI’15] J. McClurg et al. Efficient synthesis of network 
updates. Proc. of ACM PLDI, 2015.

[OFLOPS] C. Rotsos et al. OFLOPS: an open framework for 
openflow switch evaluation. Proc. of PAM, 2012.
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Further reading

[CASTAN] L. Pedrosa et al. Automated Synthesis of Adversarial 
Workloads for Network Functions. Proc. of ACM 
SIGCOMM, 2018.

[B4] S. Jain et al. B4: experience with a globally-deployed 
software defined WAN. Proc. of ACM SIGCOMM, 2013.

[OpenSketch] M. Yu et al. Software Defined Traffic 
Measurement with OpenSketch. Proc. of USENIX NSDI, 
2013.

[Elastic] T. Yang et al. Elastic sketch: Adaptive and fast 
network-wide measurements. Proc. ACM SIGCOMM, 2018.

[Consistency] P. Zhang et al. Mind the Gap: Monitoring the 
Control-Data Plane Consistency in Software Defined 
Networks. Proc. of ACM CoNEXT, 2016.

[DevoFlow] A. Curtis et al. DevoFlow: scaling flow 
management for high-performance networks. Proc. of ACM 
SIGCOMM, 2011.
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Further reading

[Survey] D. Kreutz et al. Software-defined networking: A 
comprehensive survey. Proc. of the IEEE, 2015.

[Secsurvey] A. Akhunzada et al. Securing software defined 
networks: taxonomy, requirements, and open issues. IEEE 
Communications Magazine, 2015.

[SecSDN] S. Ali et al. A Survey of Securing Networks Using 
Software Defined Networking. IEEE Transactions on Reliability, 
2015.


